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	Abstract

	Maximum lifespan varies by two orders of magnitude across mammals. How such divergent lifespans have evolved remains an open question, with ramifications that may potentially lead to therapies for age-related diseases in humans. Several species of microbats as well as the naked mole-rat live much longer than expected given their small sizes, show reduced susceptibility to neoplasia, and largely remain healthy and reproductively capable throughout the majority of their extended lifespans. The convergent evolution of extreme longevity in these two groups allows for the opportunity to identify potentially important aging related genes that have undergone adaptive sequence convergence in these long-lived, yet small-bodied species. Here, we have tested 4,628 genes for evidence of convergence between the microbats and naked mole-rat. We find a strong signal of adaptive sequence convergence in the gene A disintegrin-like and metalloprotease with thrombospondin type 1 motifs 9 (ADAMTS9). We also provide evidence that the shared substitutions were driven by selection. Intriguingly, ADAMTS9 is a known inhibitor of the mTor pathway and has been implicated in several aging related processes.

	Introduction

	For several decades, it has been well recognized that there is strong correlation between lifespan and body mass [1,2], with larger species typically living longer than smaller species. There are, however, several species that violate this general rule, living much longer than expected given their small size and high metabolic rates. Of particular interest are the microbats, several species of which demonstrate longer maximum lifespans than any other mammals when controlling for body size [3]. In addition to their exceptional longevity, microbats appear to be resistant to neoplasia [4,5] and remain healthy and reproductively capable throughout the majority of their lives [6].

	Much like the microbats, Heterocephalus glaber (naked mole-rat) lives approximately three times longer than expected given its small size [7], is remarkably resistant to neoplasia [8–10] and displays no symptoms of aging well into its second decade [11].

	Although once thought to be rare, there have been numerous recent studies demonstrating adaptive sequence convergence between a variety of species displaying convergent traits. These studies have highlighted genes that have been repeatedly targeted during the evolution of a given trait. For example, the evolution of echolocation in bats and toothed whales appears to be driven, in part, by common mutations in the genes Prestin [12,13] and Cdh23 [14,15]; cardiac glycoside toxin resistance in numerous disparate vertebrates and invertebrates can be explained by identical amino acid substitutions in the enzyme Na+/K+-ATPase [16]; and the repeated convergent evolution of the sodium ion transporter NaV1.7 in hibernating mammals and mole-rats is believed to impart insensitivity to the accumulation of CO2 [17]. These studies, and many others, demonstrate that common selective pressures can drive common mutations in relevant genes.

	The evolution of extreme longevity in microbats and the naked mole-rat is likely attributable to a lack of extrinsic sources of mortality in these species. Bats, being nocturnal and capable of flight, generally contend with few predators. Likewise, the naked mole-rat lives in subterranean burrows where the risk of predation is low. Several theories of aging suggest that a lack of extrinsic sources of mortality will result in selection for longer lifespan [8,18]. For example, according to the antagonistic pleiotropy (AP) theory of aging, a mutation can be beneficial during development, but have late-onset deleterious effects [19]. AP is expected to be more prevalent in species with high levels of extrinsic mortality since most individuals are unlikely to survive long after reaching sexual maturity, therefore there will be little pressure to select against the deleterious effects that manifest later in life. Also, the disposable soma theory of aging suggests that there exists a trade-off between growth/development and repair/maintenance [20]. In species that contend with many predators, it should be beneficial to allocate resources to grow and develop as quickly as possible rather than to invest in repair and maintenance since longevity is already unlikely. According to both theories, for species that contend with numerous extrinsic sources of mortality, the decline in fitness due to aging is minimal, so selection is inefficient at promoting mutations that increase longevity. However, for species that exist in relatively safe niches, like microbats and the naked mole-rat, the strength of selection to delay senescence will be much stronger, as individuals that live longer will have higher lifetime reproductive fitness. We hypothesize that the pressure to delay senescence shared by microbats and naked mole-rat may have led to convergent sequence evolution in key longevity promoting genes. The identification of genes that have undergone convergent evolution in these long-lived species would provide a better understanding of the genetics of longevity and could potentially identify therapeutic targets for cancer and other age-related illnesses.

	Here we tested for adaptive convergent sequence evolution between microbats and the naked mole-rat in almost 5,000 genes conserved across a wide-range of mammals. We found that A disintegrin-like and metalloprotease with thrombospondin type 1 motifs 9 (ADAMTS9) displays numerous convergent substitutions between the long-lived species that were likely driven by positive selection.

	Results

	The goal of this study was to determine if any genes display evidence of adaptive sequence convergence between long-lived microbats and the naked mole-rat. We tested for convergence in 4,628 1:1 ortholog groups between 3 microbat species (Myotis lucifugus, Myotis brandtii and Eptesicus fuscus), and the naked mole-rat. Additionally, as outgroup species, we included sequences from 11 small-bodied rodents and laurasiatherian mammals with at least acceptable longevity data curated in the AnAge database [21]. The relationship between the 15 species is shown in the phylogeny in Figure 1a. Importantly, none of these additional species demonstrate exceptional longevity (Fig. 1b). The requirement that sister species to microbats and naked mole-rat be small-bodied and not long-lived allowed us to control for body size and phylogeny while giving us the opportunity to test for convergence in the long-lived species as compared to normal aging species.

	[image: Small-bodied mammals that display exceptional longevity. (A) The accepted tree topology for the 15 species included in this study. (B) Maximum longevity residual (left axis, black boxes) and maximum longevity (right axis, grey circles) of the 15 species. Maximum longevity residual (tmax) is the percentage of the expected maximum longevity given adult body size (M), derived from the mammalian allometric equation: tmax = 4.88M0.153 [30].]

	Figure 1. Small-bodied mammals that display exceptional longevity. (A) The accepted tree topology for the 15 species included in this study. (B) Maximum longevity residual (left axis, black boxes) and maximum longevity (right axis, grey circles) of the 15 species. Maximum longevity residual (tmax) is the percentage of the expected maximum longevity given adult body size (M), derived from the mammalian allometric equation: tmax = 4.88M0.153 [30].

	Initially, we constructed maximum likelihood gene trees based on nucleotide alignments for each of the 4,628 ortholog groups. These trees were then parsed programmatically, searching for instances in which the long-lived mammals (naked mole-rat, Myotis davidii, Myotis lucifugus and Eptesicus fuscus) formed a monophyletic group, to the exclusion of their true closest relatives (rodents and carnivores/insectivores for the naked mole-rat and microbats, respectively). We found that only one gene, ADAMTS9, violated the known species tree in such a manner (Fig. 2a), suggesting sequence convergence between the naked mole-rat and microbats occurred during the evolution of this gene. To determine which sites were responsible for the observed grouping of the long-lived species, we used a maximum likelihood approach to reconstruct all ancestral amino acid sequences at interior nodes of the accepted phylogeny. These ancestral sequences were used to map and count all pairwise convergent substitutions (mutations from the ancestral state that lead to identical amino acids) shared between the microbats and naked mole-rat. Although, the microbats and naked mole-rat share 21 convergent substitutions in this gene (Table 1), which is far more than any other instance of sequence convergence described to date, it may be possible that this represents a normal level of background convergence if for example ADAMTS9 is rapidly evolving. However, Castoe et al. [22] developed a method to generate an empirical null distribution for the expected level of convergence for a given gene, provided a sufficient number of taxa are included. Briefly, the number of divergent (mutations that lead to different amino acids at homologous sites in the species being compared) and convergent substitutions are estimated for every pair of branches in a phylogeny. It has previously been demonstrated that the number of divergent substitutions reliably predict the number of convergent substitutions, therefore excess convergence between any two branches would appear as an outlier with a higher convergent to divergent substitution ratio than all other pairwise comparisons between branches [22]. This method allowed us to distinguish between rapid evolution and potential adaptive convergence. To test this, we used the program Grand-conv [23,24], which estimates the posterior numbers of convergent and divergent substitutions shared between all pairs of branches in the given phylogeny. We found that the convergence between the naked mole-rat and microbats exceeded expectations given the phylogeny (Fig. 2b), again suggesting sequence convergence between the long-lived species. In addition, using the methods of Zhang and Kumar [25], we found that the level of convergence between microbats and naked mole-rat exceeds random expectations (p < .001), indicating a significant amount of convergence.

	[image: Evidence for ADAMTS9 sequence convergence in long-lived mammals. (A) Maximum-likelihood gene tree constructed using the best fitting nucleotide substitution model (GTR+G) demonstrates a monophyletic grouping of the long-lived mammals. (B) Plot of the numbers of divergent versus convergent substitutions occurring between all independent pairs of branches of the species tree. The microbat-naked mole-rat comparison has the highest level of convergence as well as the largest distance from the trendline.]

	Figure 2. Evidence for ADAMTS9 sequence convergence in long-lived mammals. (A) Maximum-likelihood gene tree constructed using the best fitting nucleotide substitution model (GTR+G) demonstrates a monophyletic grouping of the long-lived mammals. (B) Plot of the numbers of divergent versus convergent substitutions occurring between all independent pairs of branches of the species tree. The microbat-naked mole-rat comparison has the highest level of convergence as well as the largest distance from the trendline.

	Table 1. ADAMTS9 convergent sites. The numbers at the top of each column indicate the amino acid position in the alignment.
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	Notably, the addition of the moderately long-lived rodent, Cavia porcellus (guinea pig), and megabats, Pteropus alecto and Pteropus vampyrus, disrupted the monophyletic grouping of the naked mole-rat and microbats in maximum-likelihood gene trees based on amino acid alignments (Not shown). However, even with the inclusion of these moderately long-lived mammals we still found that the naked mole-rat and microbats share 16 convergent substitutions (Supplemental Table1), which remains significant using the method of Zhang and Kumar [25]. Furthermore, estimates of posterior numbers of divergent versus convergent changes still suggest sequence convergence between the naked mole-rat and microbats even when the megabats and guinea pig were included (Supplemental Figure 1).

	Lastly, to test if the observed sequence convergence may be due to positive selection, we employed a unique multistep approach. First, all sites with significant evidence for positive selection along the ancestral microbat branch (indicated by a star in Fig. 1a) were identified with the program TreeSAAP [26], producing a list of 77 sites. These 77 sites were then extracted from the original alignment and used to create a new alignment that consisted only of the sites with evidence of positive selection in microbats. Next, we calculated site-wise log-likelihood values for the convergent gene tree (Fig. 2a) and compared these to site-wise log likelihood values for the accepted species tree (Fig. 1a), using the positively selected sites alignment. If the observed convergence was due to chance, we would expect the positively selected sites to support the accepted species topology. However, we found that the opposite is true, the sites with evidence of positive selection strongly favored the convergent topology (Fig. 3). Indeed, an approximately unbiased test suggests that the convergent tree was much more likely than the accepted species tree (P = .886 and P = .114, respectively), suggesting that the convergence between the long-lived species was driven by selection.

	[image: The relationship between sequence convergence and positive selection. Relative support for convergent tree and species tree topologies for all positively selected sites along the ADAMTS9 gene sequence. The values are the difference between site-wise log likelihood scores for the species tree and the convergent tree. Negative values indicate more support for the convergent tree.]

	Figure 3. The relationship between sequence convergence and positive selection. Relative support for convergent tree and species tree topologies for all positively selected sites along the ADAMTS9 gene sequence. The values are the difference between site-wise log likelihood scores for the species tree and the convergent tree. Negative values indicate more support for the convergent tree.

	Discussion

	We tested 4,628 genes for evidence of adaptive sequence convergence between long-lived, small-bodied mammals. We found evidence for an enrichment of convergent substitutions between the microbats and the naked mole-rat in the gene ADAMTS9. ADAMTS9 is the most widely conserved member of the ADAMTS family and has recently been reported to be a novel tumor suppressor that is downregulated in several varieties of human cancer [27]. Intriguingly, ADAMTS9 inhibits tumor growth by blocking the mTOR pathway [28], which has long been known to be associated with aging [29]. In addition to its role in tumor suppression, ADAMTS9 has also been implicated in several age-related conditions including arthritis [30], type 2 diabetes [31,32], age-related macular degeneration [33,34] and menopause [35]. Furthermore, in C. elegans the loss of GON-1, the roundworm homolog of ADAMTS9, alters lifespan and promotes dauer formation [36]. These effects are likely due to modified insulin and insulin-like ortholog secretion and altered insulin/IGF-1 signaling, which is also known to contribute to aging [37].

	Although, it may be possible that the observed convergent changes shared by microbats and the naked mole-rat may be the product of some non-adaptive force rather than selection for increased longevity, several lines of evidence suggest otherwise. First, the convergent substitutions are distributed along the length of the coding sequence, eliminating gene conversion or alternate exon usage as possible causes. Second, the convergent topology was strongly favored when only sites with evidence of positive selection occurring on the long-lived microbat branch were considered, suggesting that the convergence was indeed driven by selection. Finally, ADAMTS9 has previously been implicated in several aging processes and age-related diseases [27,30–37], supporting the hypothesis that modulation of ADAMTS9 function alters lifespan. Together, this evidence suggests that ADAMTS9 has been repeatedly targeted by selection for increased longevity in microbats and the naked mole-rat.

	As yet, we can provide no explanation for how the convergent evolution of ADAMTS9 has promoted longevity in microbats and the naked mole-rat. However, it is rather intriguing that ADAMTS9 is a known inhibitor of the mTor pathway. The hyperfunction theory of aging posits that aging is due to the prolonged activity of growth-promoting pathways, such as mTor [38]. According to this theory, aging itself is not a program, but rather aging is a harmful continuation of developmental programs after growth has ended [39]. This hypothesis is supported by several lines of evidence that have identified mTor activity as a driver of senescence [29,40–43]. Therefore, it is a distinct possibility that the convergent evolution of ADAMTS9 in long-lived species may have altered this gene’s function such that it now serves to slow the effects of mTor, preventing the declines normally associated with aging. Indeed, the author of the hyperfunction theory has recently speculated that the extraordinary longevity of microbats and the naked mole-rat may be due to selection for a “decelerator of mTor” [44].

	Given the role of ADAMTS9 in such a wide range of age-related conditions, its direct effect on lifespan in C. elegans and its ability to modulate mTOR and insulin/IGF-1 signaling, it is likely that the convergent evolution of ADAMTS9 may be, in part, responsible for the exceptional longevity and resistance to neoplasia found in microbats and the naked mole-rat.

	Materials and Methods

	Ensembl Compara [45] was used to identify all 1:1 orthologs from the species Myotis lucifugus, Pteropus vampyrus, Erinaceus Europaeus, Mustela putorius, Sorex araneus, Mus musculus, Rattus norvegicus, Ochotona princeps, Cavia porcellus and Monodelphis domesticus. This generated a list of 5109 1:1 ortholog groups from these species. Amino acid and coding sequences for the species listed above were downloaded from Ensembl version 84. For the species Myotis brandtii, Eptesicus fuscus, Miniopterus natalensis, Pteropus alecto, Condylura cristata, Mesocricetus auratus, Microtus ochrogaster and Heterocephalus glaber, orthologs were identified with a recriprocal best hit approach. For example, the naked mole-rat orthologs were identified by first using blastp to align the 5,109 Cavia porcellus protein sequences from Ensembl against all naked mole-rat refSeq sequences. The top naked mole-rat hits were then aligned against all Cavia porcellus protein sequences from Ensembl. All instances in which the reciprocal blast alignments identified the same sequences were included for further study, all others were discarded. This reduced the number of 1:1 ortholog groups to 4,978.

	Amino acid sequences for each of the 4,978 1:1 ortholog groups were aligned with Muscle [46]. TrimAl [47] was used to filter alignments with mean percentage identity below 60%. This left 4,628 high quality multiple sequence alignments. Pal2Nal [48] was then used to create codon oriented nucleotide alignments for the 4,628 ortholog groups. We then constructed Maximum-likelihood gene trees in PhyML 3.0 [49] using the best fitting nucleotide substitution model for each gene as indicated by jModelTest 2 [50]. A custom perl script was used to analyze the resulting Newick files, searching for monophyletic groupings of the long-lived species.

	PAML, specifically the program CodeML [51], was used to reconstruct ancestral amino acid sequences at all interior nodes of the species tree for ADAMTS9. We then used custom Perl scripts to map and count all convergent substitutions occurring between the naked mole-rat and microbat branches. Since detection of convergent and divergent substitutions is critically dependent upon alignment quality we used PRANK [52], a phylogeny aware alignment tool, to generate a second ADAMTS9 multiple sequence alignment. Differences between the Muscle and PRANK alignments were minimal and both recovered the same 21 convergent substitutions between microbats and naked mole-rat.

	Both the Muscle and PRANK ADAMTS9 amino acid multiple sequence alignments, the accepted tree topology and the program Grand-conv were used to estimate the posterior numbers of convergent and divergent substitutions. The two alignments produced identical results. To determine which sites were subject to positive selection along the microbat lineage we used the program TreeSAAP. The ADAMTS9 nucleotide multiple sequence alignment and the accepted species tree were used as input. We only considered radical substitutions (categories 6-8) with Z-scores greater than 3.09. PhyML was used to calculate site-wise log likelihood values for both the convergent tree and a constrained species tree using a multiple sequence alignment containing only sites with evidence of positive selection as indicated by TreeSAAP. An approximately unbiased test comparing the likeliness of the convergent and species trees was conducted in Consel [53].
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	An interesting debate is emerging from the recent literature regarding the role of mir-143/145 in tumor

	initiation/progression. Herein, we aim to contribute our experience and observations to this ongoing debate. We will start from the experimental data presented in the outstanding work of the Tyler Jacks lab, by Dimitrova, Gocheva and colleagues [6]. They show, in a kRAS/p53 murine model of lung adenocarcinoma, that the contribution of the microRNA 143/145 cluster to lung cancer development is non-cell autonomous with the expression of mir143/145 from the tumor microenvironment resulting protumorigenic. More specifically, higher expression of microRNA 143/145 by endothelial cells would be pivotal in tumor progression by favoring tumor angiogenesis in a lung tissue specific fashion. The authors conclude, and their conclusion is shared by Almeida and Calin in a commentary on Genome Biology [1], that mir-143/145 is a non-cell autonomous oncogenic factor rather than a tumor suppressor, with their speculation further supported by the absence of tumor development in mice devoid of such microRNAs and by their lack of expression in murine epithelial cell lines [6]. This is in apparent contrast to what was published by our group and by many others, who provided evidence for the roles that mir-143/145 play as tumor suppressors in human tumors of epithelial origin, including and not limited to cervical, colon, gastric, breast and pancreatic carcinomas, NSCLC and malignant pleural mesothelioma (reviewed in Das and Pillai, 2015) [5]. 

	 

	In their commentary, Almeida and Calin claim that the “heterogeneity” of the human tumors collected for the human studies has prevented to provide a precise definition of the mir143/145 role. They basically substantiate such observation with the possibility that, in unfractionated human tumor tissues, residual expression of mir-143/145 by stromal component may escape the analysis of unfractionated human tumors. Even though this is certainly possible, we will try to provide a "parallel" and not mutually exclusive vision to integrate the ongoing discussion, starting from the work by Dimitrova et al. [6]. 

	 

	First, the data supporting a non-cell autonomous oncogenic role for the mir143/145 derive from a murine system. Dimitrova and coworkers employed an excellent albeit limited experimental system. In fact, while mice were engineered to express/not express specific tumor suppressors or oncogenes, represent an invaluable tool to study tumor progression, however there is little doubt left that such a system may reflect, at its best, one or few subtypes of its human counterparts of which it may recapitulate a gross history. Second, the mentioned data stem from the use of transgenic mice (KrasG12D/+, p53–/–). Such a model basically represents a “frozen status”, again, corresponding only to a specific subset of the modeled tumors and “addicted” to the absence or expression of

	specific molecular lesions. Thus, engineered mice may not adequately represent the interpatient heterogeneity of human lung tumors. From this perspective, heterogeneity, more than representing an “Achille’s Heel” of the mir-143/145 studies in human tumors, may represent an added welcome level of complexity toward understanding the “real life“ modulation of such a miRNA locus. Third, by manipulating the levels of microRNA 143/145 into MEFs (Mouse Embryo Fibroblasts), Dimitrova and coworkers conclude that no tumor suppressor activity can be ascribed to the microRNA 143/145 in such cells. Now, it is pleonastic to note that MEFs represent a totally different experimental system from the human epithelial tumors, in terms of embryonal origin and histotype. Thus, it is far from appropriate to draw conclusions regarding functions of the microRNA143/145 locus in human epithelial tumors from experiments performed by inducing deletion of the microRNAs into murine cells of non–epithelial origin. Fourth, and here we come to addressing the system we and many others have employed recently, where matched human specimens have been used. In all the cases, deep downregulation of the miRNA-143-145 expression as compared to normal matched tissues was observed. This occurred in extremely different tumors in terms of history, tissue of origin, and aggressiveness. In fact, both miR-143 and miR 145 were broadly described as downregulated in a plethora of solid tumors, including and not limited to breast, lung, colon (n=43 matched tissues), prostate, the gastrointestinal system, ovary, cervix, head and neck, bladder, thyroid, pituitary and gonads, germ-cell tumors (GCTs), gallbladder cancer, renal cell carcinoma, osteosarcoma, and neuroblastoma, mesothelioma (reviewed in Das and Pillai, 2015) [5] and thymic epithelial tumors [9]. Notably in most of the work mentioned, matched normal vs tumor samples were analyzed and, despite the fact that the analyzed tumors were very different in terms of history, tissue of origin, aggressiveness, mir143/145 levels, were invariably lower in the transformed tissues.

	 

	Rather convincing evidence supporting the tumor suppressor role of mir-143/145 in human malignancies comes from data showing that the downregulation of mir-143/145 is dynamic and correlates with the history of the disease. For example, Slaby et al. showed that downregulation of mir-145 was deeper in relapsing ccRCC as compared to the primary tumor, and, even deeper, in their metastatic counterparts [16]. Along the same line, reduced expression of mir-145 strongly correlated with shorter disease-free survival in prostate and small cell carcinoma of the cervix [2, 10]. Interestingly, by using in situ hybridization of >100 formalin fixed matched breast cancer specimens, Sempere and coworkers found that mir-145 was strongly downregulated in breast tumor tissues with its expression higher in the vessels and myoepithelial compartment of normal breast tissues but strongly reduced in the same compartments within the transformed tissues. However, there are not in enough samples to draw statistical conclusions [14]. On an even broader perspective, a relatively large study on postmenopausal women has recently been published where lower levels of mir-145 in circulating leukocytes were clearly shown to represent prognostic indicators linked to breast cancer progression [12]. Furthermore, dynamic reduction of mir-143/145 staining was observed upon exposure of rats to cigarette smoke [11]. Now, if increased expression of the mir-145 in stromal/endothelial human components would be oncogenic, as shown by Dimitrova et al. in the murine experimental system, it appears slightly counterintuitive that its levels were progressively downregulated in relapsing disease, metastatic disease, or upon stress stimuli conferring clear protumorigenic properties. Indeed, all these processes require a dynamic rearrangement of stromal cell subpopulations and neoangiogenesis and this may likely lead to detectable changes of microRNA 143/145 expression. Thus, there generally appears to be a profound difference between human and murine tissues.

	 

	On a different note, other evidence point to active control of mir-143/145 levels within epithelial tumors

	and cell lines, in a protumorigenic direction. For example, we have shown that the mir-143/145 promoter is actively hyper-methylated in mesothelioma cancer cell lines4 and that hyper-methylation of this promoter correlates with the progressive downregulation of the mir-143/145 in brain metastases of lung tumors, as opposed to primary lung tumors and, lastly, to normal lung tissue [7]. Furthermore, treatment with histone deacetylase inhibitors and de-methylating agents or ectopic restoration of the miRNA levels correlates with lack of tumorigenicity in vivo [7] and similar results were shown in Burkitt’s lymphoma cells [8]. The tumor specimens used in the mentioned studies were composed for a large portion of tumor tissue (typically 85-90% of the total tissue) and represented the results of the analysis from many different institutions. Notably, in most of the mentioned studies, the levels of mir-143- 145 were in no case undetectable but rather significantly lower than their matched normal tissues. In regards to the cell lines, it may be interesting to note that in vitro grown human cell lines are virtually devoid of any significant stroma component, due to the long adaptation to in vitro growth. Thus, the described dynamic downregulation of the mir-143-145 taking place in the cell lines of the mentioned work may represent an intrinsic property of the transformed epithelial cells.

	 

	On the other hand, Almeida and Calin suggest the use of FACS-sorted cell subpopulations and/or the use of laser microdissection to better study the function of microRNAs, in order to ensure cell subpopulations homogeneity. In support of the latter, it is worth mentioning that, in head and neck cancer, ALDH+ve/CD44+ve cancer stem cells exhibited low levels of miR-145 [18]. Similarly, chemoresistant ABCG2 expressing glioma with decreased levels of the microRNAs 143/145 positively correlated with poor prognosis [15]. Thus, there is increasing evidence for a cell-subpopulation restricted expression of the microRNAs, possibly modulated by external stimuli affecting the progression of the disease. However, the current repertoire of cell surface markers generally used to purify cell subpopulations is still very limited in terms of specificity, and to be able to narrow down a pure, functionally homogeneous cell subpopulations with absolute specificity and enough sensitivity. Thus

	we note that, the purification of cell subpopulations based on the current repertoire of cell surface markers and/or functional assays may not favorably deal with the intrinsic tumor heterogeneity of the cell subpopulations composing the tumor, which takes place at a single cell level, as shown by single-cell RNAseq studies [3, 13].

	 

	Finally, the observation that increased miR-145 could force [17] differentiation of ES cells into the mesoderm and ectoderm lineages may reconcile with the observed expression of mir-145 into the lung endothelial cells of the vessels of the transgenic kRAS/p53 mice, given the mesodermal derivation of endothelial cells in mouse. We are of the opinion that the use of matched human tissues may constitute an experimental system capable of capturing the complex modulation of the miRNA

	143/145 in human tumors and may complement the observations performed in a single mouse strain, engineered to express frequent mutations in a time- and space- restricted manner. Therefore, the precise definition of the mir-143/145 contribution to oncogenesis is still ongoing…
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	Abstract

	The role of p53 family member, p63 in oncogenesis is the subject of controversy. Limited research has been done on the clinical implications of p63 expression in diffuse large B-cell lymphoma (DLBCL). In this study, we assessed p63 expression in de novo DLBCL samples (n=795) by immunohistochemistry with a pan-p63-monoclonal antibody and correlated it with other clinicopathologic factors and clinical outcomes. p63 expression was observed in 42.5% of DLBCL, did not correlate with p53 levels, but correlated with p21, MDM2, p16INK4A, Ki-67, Bcl-6, IRF4/MUM-1 and CD30 expression, REL gains, and BCL6 translocation. p63 was an independent favorable prognostic factor in DLBCL, which was most significant in patients with International Prognostic Index (IPI) >2, and in activated-B-cell–like DLBCL patients with wide-type TP53. The prognostic impact in germinal-center-B-cell–like DLBCL was not apparent, which was likely due to the association of p63 expression with high-risk IPI, and potential presence of ∆Np63 isoform in TP63 rearranged patients (a mere speculation). Gene expression profiling suggested that p63 has both overlapping and distinct functions compared with p53, and that p63 and mutated p53 antagonize each other. In summary, p63 has p53-like and p53-independent functions and favorable prognostic impact, however this protective effect can be abolished by TP53 mutations.

	Introduction

	TP63, a member of the TP53 gene family, encodes p63 with 2 types of isoforms: a form with the N-terminal transactivation (TA) domain (TAp63) and a truncated form without the N-terminus (∆Np63). Both TAp63 and ΔNp63 have isoforms α, β, γ, δ, and ε owing to alternative splicing at the 3′ end [1–5]. p63 shares structural and sequence homology with p53 and p73, the third member of the p53 family [1, 6]. Like p53, TAp63 has been implicated in cell cycle arrest and apoptosis in response to DNA damage, ectoderm development, maternal reproduction and metabolism, dependent or independent of p53-functions [1, 7#x2013;13]. For example, TAp63 can transactivate some well-known p53 target genes including CDKN1A, BAX and MDM2 [1, 14]. Moreover, p53-dependent apoptosis in response to DNA damage required p63 and p73 in mouse developing brain and embryonic fibroblasts [7]. However, in a mouse model p63 and p73 did not contribute to p53 tumor suppression function in lymphoma development [15]. ∆Np63, on the other hand, interacts with p53, TAp63, and TAp73 in a dominant-negative fashion to inhibit their tumor-suppressive functions [3]. It is generally believed that TAp63, like p53, is a tumor suppressor, whereas ∆Np63 has a critical role in epidermal development and functions as an oncogene in a mouse model [16–19]. Furthermore, the α, β, γ, δ, and ε isoforms of TAp63 and ΔNp63 have differential functions [5, 14, 20–24].

	In normal human tissues, p63 expression is tissue-specific and restricted to epithelial cells, certain subpopulations of basal cells, and occasionally cells in the germinal centers of lymph nodes [1, 25, 26]. Accordingly, in tumors structural disruption of TP63 and aberrant p63 expression are commonly seen in squamous cell and transitional cell carcinomas, but are also observed in non-Hodgkin lymphomas, predominantly in diffuse large B-cell lymphoma (DLBCL) and follicular lymphoma (grade 2 and 3) [25–30].

	In basal epithelial cells and squamous cell carcinomas, the ∆Np63 isoform, especially ∆Np63α, is predominantly expressed, possibly due to the increased ∆Np63 stability caused by the lack of the transactivation domain which is indispensable for proteasome-dependent MDM2-independent degradation of p63 [24, 31]. In contrast, TAp63 is present mostly in epithelial lining cells at lower levels under normal physiological conditions, and in adenocarcinoma, thymoma and lymphoma cells; TAp63 accumulates in response to genotoxic stress [24, 26]. Although p63 expression has been shown in a few studies to indicate a poor prognosis in some carcinomas [32–34], its prognostic significance in DLBCL is unclear.

	DLBCL is the most common type of non-Hodgkin lymphoma and can be divided into germinal center B-cell–like (GCB) and activated B-cell–like (ABC) subgroups by gene expression profiling [35]. Numerous genetic factors affecting the prognosis of DLBCL have been identified [36]. In our previous study, TP53 mutations were detected in approximately 20% of de novo DLBCL cases and conferred a worse prognosis among DLBCL patients treated with rituximab, cyclophosphamide, doxorubicin, vincristine, and prednisolone (R-CHOP) [37]. Overexpression of mutated but not wild-type p53 (WT-p53) protein is also associated with a poor prognosis in DLBCL patients [38]. The dysregulation, expression, and clinical implications of p63 in DLBCL are less clear than those of p53; likewise, p63's role in tumorigenesis and its functional relationship with p53 are not well understood. p63, predominantly TAp63 (likely TAp63β and/or TAp63γ) but not ∆Np63 or p63α, was found expressed in 15.1% to 52.5% of DLBCLs at higher levels than in normal lymphoid tissues [21, 25–27, 39]. Truncated p63 homologous to ∆Np63 due to TP63 gene rearrangements was also reported in 1.2%-5% of DLBCL, exclusive of GCB subtype [40, 41]. Conflicting results showing the effect of p63 expression on patients’ prognosis have been reported [21, 27, 39, 42, 43], likely owing to small number of patients (fewer than 100) in each study, the use of different cutoffs for p63 positivity, the differential functions and complicated interactions of multiple p63 isoforms [23, 43].

	To fill this knowledge gap, we studied the prognostic effects of p63 expression correlating with TP53 status in a multicenter cohort of patients with well-characterized de novo DLBCL treated with R-CHOP. We found that p63 expression conferred better clinical outcomes in DLBCL which however could be compromised or abolished by the difference in International Prognostic Index (IPI) scores and/or the presence of TP53 mutations. We further investigated p63-associated biology to understand possible underlying molecular mechanisms.

	Results

	p63 expression in DLBCL

	We observed nuclear expression of p63 at variable levels in tumor cells of 317 (61%) of 520 samples from patients in the training set and 180 (65%) of 275 samples from patients in the validation set. Representative immunohistochemical stains are shown in Fig 1A, B and the histograms of p63 expression by immunohistochemistry are shown in Fig 1C, D. The mean number of p63 positive tumor cells in the training set was 18%, which was significantly higher than that of WT-p53 (P=0.017) but significantly lower than that of mutated p53 (MUT-p53, P<0.0001, Fig 1E) (Supplemental Fig 1A, B) [37, 38], although the TP63 mRNA levels were significantly lower than the TP53 mRNA levels (P<0.0001, Fig 1F). p63 protein expression significantly correlated with TP63 mRNA (Spearman rank correlation: r=0.596, P<0.0001).
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	Figure 1. p63 expression in diffuse large B-cell lymphoma (DLBCL) in comparison with p53 expression. (A-B) Representative immunohistochemistry staining for p63 (10% and 95%) in DLBCL. (C-D) Histograms of p63 expression in the training and validation sets. (E) Comparisons between p63 and p53 expression levels in DLBCL. (F) Comparisons between TP63 and TP53 mRNA levels in DLBCL. (G) p63+ DLBCL had significantly higher levels of TP63 mRNA compared with p63−DLBCL. (H) p63+ DLBCL had significantly higher TP53 mRNA levels compared with p63− DLBCL. (I) Expression of p63 protein correlated with TP63 mRNA levels. The TP63 mRNA expression levels (Log2 values) were retrieved from the gene expression profiling data. The mean values of 3 probe-sets (1555581_a_at, 207382_at, 209863_s_at) for each patient were used. The relative mRNA level refers to the difference between the TP63 mRNA level for each patient and the mean TP63 mRNA level for the entire cohort. (J-K) Comparisons of p63 protein and TP63 mRNA expression levels between germinal center B-cell–like (GCB) and activated B-cell–like (ABC) subtypes of DLBCL patients.

	Owing to the significantly lower level of p63 compared with MUT-p53 expression in DLBCL and the exclusion of potential false-positive cases, we used a cutoff value of 5% of tumor cells being p63-positive for p63 expression in DLBCL (p63+: >5%). Using this cutoff, 221 patients (42.5%) in the training set, and 130 (47%) of 275 patients in the validation set had p63+ DLBCL. The p63+ group showed a significantly higher mean TP63 mRNA level compared with the p63− group (unpaired t test, P<0.0001, Fig 1G) and TP53 mRNA level (Fig 1H). Transcriptional activation appeared to be the most common mechanism for p63 expression in this study of DLBCL (Fig 1I). No significant difference in the expression levels of p63/TP63 was observed between the GCB and ABC subtypes of tumor samples, either at the protein (16.66% vs. 19.26%, P=0.21) or mRNA (P=0.90) levels (Fig 1J, K).

	Clinical and pathobiological features of p63+ DLBCL

	We compared the clinicopathologic features of patients with p63+ and p63− DLBCL. The p63+ group more often had male (P=0.0056) and patients with small (< 5 cm) tumors (P=0.05) than did the p63− group. In addition, a higher proportion (41.9%) of p63+ patients had an IPI score >2 compared with p63− patients (34.4%), but this difference was not significant (P=0.086); however, by unpaired t test, patients with IPI scores >2 showed significantly higher mean levels of p63 (P=0.05, Fig 2A) and MUT-p53 (P=0.011, figure not shown) than did patients with IPI scores ≤ 2. When DLBCL cases were stratified into the GCB and ABC subtypes, in GCB-DLBCL p63+ compared with p63− patients was associated with IPI scores >2, small tumors, and possibly stage III/IV disease (P=0.06), whereas in ABC-DLBCL p63+ patients had higher percentages of male gender and extranodal DLBCL (44% compared with the 31% in p63− ABC-DLBCL) (Table 1). In contrast, WT-p53 overexpression was more common in nodal DLBCL (data not shown).
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	Figure 2. Correlations between p63 expression and other tumor associated factors. (A) The group with high International Prognostic Index (IPI) scores had a significantly higher mean level of p63 expression. (B-D) p63 expression was associated with significantly higher levels of p21, MDM2, and p16-INK4a in both germinal center B-cell like (GCB) and activated B-cell like (ABC) subtypes of DLBCL patients. (E-F) p63 expression was associated with significantly higher levels Ki-67 and Bcl-6 in ABC-DLBCL. (G) p63 expression was associated with significantly higher levels of IRF4/MUM-1 in both GCB and ABC subtypes of DLBCL patients. (H) p63+ ABC-DLBCL was associated with a trend toward higher c-Rel level. (I-J) The association of p63 expression with p21 and MDM2 is independent of p53 mutation status. (K-L) p53 mutation status did not impact the association with increased p16-INK4a, Bcl-6 and IRF4/MUM-1(figure not shown) levels.

	Table 1. Clinical characteristics of patients with de novo DLBCL in the training cohort

	
		
				 

				DLBCL

				 

				GCB-DLBCL

				 

				ABC-DLBCL

				 

		

		
				p63+

				p63−

				 

				p63+

				p63−

				p63+

				p63−

				 

		

		
				N (%)

				N (%)

				P1

				N (%)

				N (%)

				P2

				N (%)

				N (%)

				P3

				P4

		

		
				Patients

				221

				299

				 

				110

				156

				 

				110

				141

				.59

				 

		

		
				Age (yr)

		

		
				< 60

				92 (42)

				133 (45)

				.52

				52 (47)

				84 (54)

				.29

				39 (35)

				47 (33)

				.73

				.075

		

		
				≥ 60

				129 (58)

				166 (55)

				 

				58 (53)

				72 (46)

				 

				71 (65)

				94 (67)

				 

				 

		

		
				Sex

		

		
				Female

				76 (34)

				139 (46)

				.0056

				41 (37)

				68 (44)

				.30

				34 (31)

				70 (50)

				.0028

				.32

		

		
				Male

				145 (66)

				160 (54)

				 

				69 (63)

				88 (56)

				 

				76 (69)

				71 (50)

				 

				 

		

		
				Stage

		

		
				I-II

				94 (44)

				141(49)

				.30

				50 (48)

				89 (59)

				.06

				44 (41)

				51 (37)

				.54

				.34

		

		
				III-IV

				119 (56)

				148 (51)

				 

				55 (52)

				61 (41)

				 

				63 (59)

				86 (63)

				 

				 

		

		
				B symptoms

		

		
				No

				136 (63)

				183 (65)

				.63

				73 (67)

				101 (70)

				.67

				62 (58)

				81 (60)

				.76

				.17

		

		
				Yes

				79 (37)

				97 (35)

				 

				35 (32)

				43 (30)

				 

				44 (42)

				53 (40)

				 

				 

		

		
				Serum LDH

		

		
				Normal

				79 (39)

				107 (39)

				.97

				42 (42)

				56 (39)

				.70

				37 (36)

				51 (39)

				.71

				.40

		

		
				Elevated

				124 (61)

				169 (61)

				 

				58 (58)

				86 (61)

				 

				65 (64)

				81 (61)

				 

				 

		

		
				No. of extranodal sites

		

		
				0-1

				156 (75)

				228 (79)

				.27

				79 (78)

				121 (81)

				.56

				76 (71)

				106 (77)

				.30

				.23

		

		
				≥ 2

				53 (25)

				61 (21)

				 

				22 (22)

				28 (19)

				 

				31 (29)

				32 (23)

				 

				 

		

		
				Performance status

		

		
				0-1

				164 (85)

				225 (83)

				.66

				78 (85)

				119 (86)

				.76

				85 (84)

				104 (79)

				.35

				.90

		

		
				≥ 2

				30 (15)

				46 (17)

				 

				14 (15)

				19 (14)

				 

				16 (16)

				27 (21)

				 

				 

		

		
				Size of largest tumor

		

		
				< 5cm

				106 (65)

				120 (55)

				.05

				56 (70)

				62 (55)

				.04

				49 (59)

				58 (54)

				.51

				.14

		

		
				≥ 5cm

				58 (35)

				99 (45)

				 

				24 (30)

				50 (45)

				 

				34 (41)

				49 (46)

				 

				 

		

		
				IPI score

		

		
				0-2

				125 (58)

				189 (66)

				.086

				65 (61)

				111 (75)

				.025

				59 (55)

				76 (56)

				.90

				.32

		

		
				3-5

				90 (42)

				99 (34)

				 

				41 (39)

				38 (25)

				 

				49 (45)

				61 (44)

				 

				 

		

		
				Therapy response

		

		
				CR

				178 (81)

				227 (76)

				.21

				87 (79)

				118 (76)

				.51

				90 (82)

				104 (74)

				.13

				.61

		

		
				PR

				24

				43

				 

				13

				19

				 

				11

				24

				 

				 

		

		
				SD

				8

				13

				 

				6

				7

				 

				2

				6

				 

				 

		

		
				PD

				11

				16

				 

				4

				12

				 

				7

				7

				 

				 

		

		
				Primary origin

		

		
				Nodal

				131 (60)

				193 (66)

				.16

				69 (64)

				97 (64)

				1.0

				62 (56)

				95 (69)

				.048

				.27

		

		
				Extranodal

				88 (40)

				99 (34)

				 

				39 (36)

				55 (36)

				 

				48 (44)

				43 (31)

				 

				 

		

		
				Ki-67

		

		
				< 70%

				66 (30)

				119 (40)

				.0016

				41 (37)

				64 (42)

				.45

				24 (22)

				55 (39)

				.004

				.018

		

		
				≥ 70%

				155 (70)

				175 (60)

				 

				69 (63)

				88 (58)

				 

				86 (78)

				86 (61)

				 

				 

		

		
				TP53 mutations

		

		
				WT-TP53

				154 (80)

				206 (77)

				.65

				70 (74)

				105 (76)

				.76

				83 (85)

				100 (79)

				.38

				.059

		

		
				MUT-TP53

				40 (21)

				60 (23)

				 

				25 (26)

				34 (24)

				 

				15 (15)

				26 (21)

				 

				 

		

		
				MYC translocation

		

		
				No

				138 (89)

				158 (88)

				.86

				62 (89)

				73 (80)

				.20

				75 (89)

				85 (95)

				.15

				1

		

		
				Yes

				17 (11)

				22 (12)

				 

				8 (11)

				18 (20)

				 

				9 (11)

				4 (5)

				 

				 

		

		
				BCL2 translocation

		

		
				No

				159 (84)

				187 (81)

				.44

				68 (74)

				74 (64)

				.18

				90 (94)

				113 (97)

				.31

				.0002

		

		
				Yes

				30 (16)

				44 (19)

				 

				24 (26)

				41 (36)

				 

				6 (6)

				3 (3)

				 

				 

		

		
				BCL6 translocation

		

		
				No

				98 (60)

				145 (74)

				.0041

				54 (69)

				83 (78)

				.16

				43 (51)

				61 (69)

				.0016

				.016

		

		
				Yes

				66 (40)

				51 (26)

				 

				24 (31)

				23 (22)

				 

				42 (49)

				28 (31)

				 

				 

		

		
				REL gains

		

		
				Normal

				140 (86)

				216 (92)

				.068

				62 (77)

				118 (92)

				.003

				77 (94)

				98 (92)

				.036

				.0001

		

		
				Amplification/polysomy

				23 (14)

				19 (8)

				 

				18 (23)

				10 (8)

				 

				5 (6)

				9 (8)

				 

				 

		

		
				REL amplification

		

		
				No

				156 (95)

				227 (97)

				.60

				72 (91)

				121 (95)

				.40

				83 (99)

				106 (99)

				1.0

				.03

		

		
				Yes

				8 (5)

				8 (3)

				 

				7 (9)

				7 (5)

				 

				1 (1)

				1 (1)

				 

				 

		

		
				CD30 expression

		

		
				−

				175 (79)

				259 (88)

				.0048

				86 (78)

				133 (88)

				.06

				88 (80)

				125 (89)

				.049

				.87

		

		
				+

				46 (21)

				34 (12)

				 

				24 (22)

				19 (12)

				 

				22 (20)

				15 (11)

				 

				 

		

		
				p53 expression

		

		
				< 20%

				116 (61)

				172 (66)

				.27

				57 (61)

				89 (66)

				.40

				59 (62)

				83 (66)

				.48

				1.0

		

		
				≥ 20%

				74 (39)

				87 (34)

				 

				37 (39)

				45 (34)

				 

				37 (38)

				42 (34)

				 

				 

		

		
				Abbreviations: DLBCL, diffuse large B-cell lymphoma; GCB, germinal center B-cell–like; ABC, activated B-cell–like; LDH, lactate dehydrogenase; IPI, International Prognostic Index; CR, complete remission; PR, partial response; SD, stable disease; PD, progressive disease.

		

		
				Note:P values indicate the significance of differences in the positivity frequencies of listed parameters between 2 groups. P1 values are for comparisons between overall p63+ and p63− DLBCL patients; P2 values are for comparisons between p63+ and p63− GCB-DLBCL patients; P3 values are for comparisons between p63+ and p63− ABC-DLBCL patients; P4 values are for comparisons between p63+GCB-DLBCL and p63+ ABC-DLBCL patients. For therapy response, we calculated P values by comparing CR to other responses.

		

	

	 

	 

	 

	When correlating p63 expression with other genetic abnormalities and immunohistochemical biomarkers in DLBCL, we found that the p63+group had higher frequencies of BCL6 translocation and CD30 positivity (21% compared with the 12% in p63− patients) (Table 1), as well as elevated expression levels of Bcl-6, IRF4/MUM-1, p21, MDM2, p16-INK4a, and Ki-67 (in ABC-DLBCL only); most of these associations were independent of TP53 mutation status (Fig 2B-L). In addition, p63 expression was associated with REL gains (including amplification and polysomies) in both the GCB and ABC subsets. No significant differences in frequencies of TP53 mutations, MYC or BCL2 translocations, or the expression levels of p53, Myc, or Bcl-2, were observed between the p63+ and p63− groups.

	p63 expression confers better clinical outcomes, more apparently in high-risk DLBCL and ABC-DLBCL

	Univariate survival analysis in the training set

	With a median follow-up of 62 months, p63+ DLBCL patients showed better progression-free survival (PFS, P=0.05) compared with p63−DLBCL patients (Fig 3a, b). When patients with low-risk (IPI score ≤ 2) and high-risk DLBCL (IPI score >2) were analyzed separately (Fig 3c, d), p63 expression showed prognostic significance only in the high-risk group and correlated with significantly better overall survival (OS) (P=0.006) and PFS (P=0.0043).
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	Figure 3. Prognostic analysis of p63 expression in DLBCL. (a-b) p63 expression correlated with significantly better progression-free survival (PFS) but not overall survival (OS) in DLBCL. (c-d) p63 expression correlated with significantly better overall survival in DLBCL patients with IPI scores > 2 but not in DLBCL patients with IPI scores ≤ 2. (e-h) p63 expression correlated with significantly better PFS in ABC- but not GCB-DLBCL patients. (i-j) p63 expression was associated with trends towards better survival outcomes in GCB-DLBCL patients with IPI scores > 2. (k-l) p63 expression correlated with significantly better survival outcomes in ABC-DLBCL patients with IPI scores > 2.

	When analyzed in GCB- and ABC-DLBCL subsets separately, patients with p63+ ABC-DLBCL showed significantly better PFS (P=0.0097) and a trend of better OS (P=0.08) compared with p63− ABC-DLBCL patients. In contrast, in GCB-DLBCL, p63 expression did not show significant impact on OS or PFS (Fig 3e-h). Consistently, survival analysis based on TP63 mRNA levels showed that TP63 mRNA expression correlated with favorable OS and significantly better PFS in ABC-DLBCL patients only (P=0.06 and P=0.036 respectively, Supplemental Fig S1D-G).

	Since the p63+ GCB-DLBCL group had a higher portion of patients with high-risk DLBCL (Table 1) which may have confounded the analysis [44], patients with low-risk and high-risk DLBCL were analyzed separately. In GCB-DLBCL patients with IPI scores >2, p63+ GCB-DLBCL patients showed trends of better OS and PFS (P=0.078 and P=0.057 respectively) (Fig 3i-j). Similarly, the prognostic impact of p63 expression in ABC-DLBCL patients was more apparent in those with IPI scores >2 (Fig 3k-l); For ABC-DLBCL patients with IPI scores ≤ 2, OS and PFS rates were higher for p63+ patients but not the differences were not significant (P=0.48 and P=0.12 respectively).

	Multivariate survival analysis

	We performed multivariate survival analysis for p63 expression adjustin g clinic al parameters including IPI score, sex, tumor size and B symptoms. p63 expression was found to be an independent prognostic factor for better OS in the overall DLBCL, GCB-DLBCL and ABC-DLBCL sets, and an independent prognostic factor for better PFS in the overall DLBCL and ABC-DLBCL sets but not in the GCB-DLBCL set (Table 2).

	Table 2. Multivariate survival analysis

	
		
				 

				OS

				PFS

		

		
				Variable

				HR

				95% CI

				P

				HR

				95% CI

				P

		

		
				Overall DLBCL

		

		
				IPI >2

				3.08

				2.21-4.38

				< .0001

				2.84

				2.08-3.89

				< .0001

		

		
				p63+

				.62

				.45-.87

				.006

				.66

				.48-.90

				.009

		

		
				Female sex

				.86

				.62-1.20

				.37

				.92

				.67-1.26

				.60

		

		
				Tumor size ≥5 cm

				1.30

				.94-1.79

				.11

				1.26

				.93-1.70

				.14

		

		
				B symptoms present

				1.32

				.95-1.85

				.10

				1.24

				.90-1.71

				.18

		

		
				GCB-DLBCL

		

		
				IPI >2

				4.00

				2.36-6.79

				< .0001

				3.44

				2.27-5.21

				< .0001

		

		
				p63+

				.64

				.41-.99

				.045

				.67

				.42-1.09

				.11

		

		
				Female sex

				.94

				.61-1.45

				.78

				1.00

				.67-1.50

				.99

		

		
				Tumor size ≥5 cm

				1.53

				.92-2.54

				.10

				1.46

				.92-2.34

				.11

		

		
				B symptoms present

				1.08

				.69-1.70

				.74

				1.21

				.74-1.98

				.44

		

		
				ABC-DLBCL

		

		
				IPI >2

				2.35

				1.61-3.43

				< .0001

				2.23

				1.57-3.16

				< .0001

		

		
				p63+

				.56

				.38-.83

				.004

				.58

				.40-.83

				.003

		

		
				Female sex

				.77

				.52-1.15

				.20

				.78

				.54-1.12

				.17

		

		
				Tumor size ≥5 cm

				1.03

				.58-1.56

				.88

				.99

				.66-1.47

				.94

		

		
				B symptoms present

				1.06

				.72-1.58

				.76

				1.14

				.79-1.64

				.49

		

		
				DLBCL with WT-TP53

		

		
				IPI >2

				3.29

				2.21-4.88

				< .0001

				3.21

				2.18-4.72

				< .0001

		

		
				p63+

				.61

				.40-.91

				.015

				.63

				.43-.92

				.016

		

		
				p53+

				.97

				.62-1.52

				.90

				.91

				.60-1.40

				.68

		

		
				Female sex

				.91

				.61-1.36

				.65

				.85

				.57-1.26

				.42

		

		
				Tumor size ≥5 cm

				1.19

				.81-176

				.38

				1.11

				.76-1.62

				.59

		

		
				B symptoms present

				1.45

				.97-2.17

				.07

				1.48

				1.00-2.20

				.049

		

		
				DLBCL with MUT-TP53

		

		
				IPI >2

				2.43

				1.17-5.05

				.017

				2.11

				1.07-4.18

				.032

		

		
				p63+

				.70

				.34-1.44

				.33

				.72

				.36-1.44

				.36

		

		
				p53+

				3.16

				1.17-8.52

				.023

				2.30

				.97-5.45

				.06

		

		
				Female sex

				1.02

				.50-2.11

				.96

				1.12

				.57-2.20

				.75

		

		
				Tumor size ≥5 cm

				1.57

				.77-3.20

				.21

				1.85

				.95-3.63

				.07

		

		
				B symptoms present

				1.19

				.54-2.60

				.67

				1.03

				.49-2.17

				.93

		

		
				Abbreviations: DLBCL, diffuse large B-cell lymphoma; ABC, activated B-cell–like; OS, overall survival; PFS, progression-free survival; HR, hazard ratio; CI, confidence interval; IPI, International Prognostic Index.

		

	

	Validation set

	Similar to the training set, no significant difference was observed in p63 expression between the GCB and ABC subtypes (P=0.68). These similar prognostic impacts as in the training set were all significant with a ≥5% cutoff value for p63 expression (P=0.02, P=0.047, and P=0.0007 for PFS in DLBCL, ABC-DLBCL and high-risk DLBCL respectively. Supplemental Fig S2). A multivariate survival analysis indicated that after adjusting clinical parameters, p63 expresssion ≥5% was an independent favorable prognostic factor in overall DLBCL and ABC-DLBCL but not in GCB-DLBCL (data not shown).

	Relationships with TP53 mutations and p53 expression

	Non-significant correlation with p53 expression and correlation with TP53 mRNA

	By Spearman rank correlation TP63 mRNA showed correlation with TP53 mRNA levels in the overall DLBCL set (r=0.091, P=0.048) and WT-TP53 subset (r=0.106, P=0.044) but not in the MUT-TP53 subset. In contrast, p63 expression did not show significant correlation with overall p53 (r=0.071, P=0.132), WT-p53 (r=0.08, P=0.135), or MUT-p53 (r=0.072, P=0.481). Using unpaired t-tests, p63 expression did not correlate with p53 levels (Supplemental Fig S1C), but was associated with elevated TP53 mRNA levels (Fig 1H). Analysis in GCB/ABC DLBCL subsets with WT-p53 or MUT-p53 showed no significant correlations between p63 positivity and WT-p53/MUT-p53 expression levels (Table 1, Fig 4A, B). However, the WT-p53+ (≥20% [38]) compared with the WT-p53− DLBCL group had a significantly higher mean level of p63 protein (Fig 4C(b)) but not TP63 mRNA (Fig 4D).
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	Figure 4. Relationship between TP63/p63 and TP53/p53 expression in DLBCL. (A) Comparison of wild-type (WT) or mutated (MUT) p53 protein expression between p63+ and p63− patients with DLBCL or GCB/ABC subtypes of DLBCL. (B) Comparison of TP53 mRNA expression between p63+ and p63− patients with WT-TP53 or MUT-TP53 and GCB/ABC DLBCL. (C) Comparison of p63 protein expression between WT-TP53 and MUT-TP53 DLBCL, and between p53+ and p53− patients with DLBCL or GCB/ABC subtypes of DLBCL. (D) Comparison of TP63 mRNA expression between WT-TP53 and MUT-TP53 DLBCL, and between p53+ and p53− patients with DLBCL or GCB/ABC subtypes of DLBCL.

	Prognostic impact of p63 expression in the presence of WT-TP53 or MUT-TP53

	The clinicopathologic features of patients with p63+ or p63− DLBCL with WT-TP53 or MUT-TP53 are shown in Table 3. p63 expression was associated with significantly better OS and PFS in patients with WT-TP53 and IPI scores >2 (Fig 5A, B) and in ABC-DLBCL patients with WT-TP53 (Fig 5C, D), and favorable trends in patients with MUT-p53+ GCB-DLBCL (Fig 5G, H).
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	Figure 5. Prognostic analysis for p63 expression in DLBCL patients with wild- type and mutated TP53. (A-B) p63 expression correlated with significantly better survival outcomes in patients with high-risk (IPI > 2) DLBCL and WT-TP53. (C-D) p63 expression correlated with significantly better survival outcomes in patients with ABC-DLBCL and WT-TP53. (E) In patients with high-risk (IPI > 2) DLBCL and MUT-TP53, p63 expression did not correlate with survival outcomes although showed a trend toward better PFS. (F) p63 expression did not correlate with survival outcomes in patients with ABC-DLBCL and MUT-p53 overexpression. (G-H) p63 expression was associated with trends toward better survival outcomes in GCB-DLBCL patients with MUT-p53 overexpression (marginal P values).

	Table 3. Clinical characteristics of DLBCL patients with wild-type TP53 (WT-TP53) or mutated TP53 (MUT-TP53)

	
		
				 

				WT-TP53

				 

				MUT-TP53

				 

		

		
				p63+

				p63−

				 

				p63+

				p63−

				 

		

		
				Characteristic

				N (%)

				N (%)

				P

				N (%)

				N (%)

				P

		

		
				Patients

				154

				206

				 

				40

				60

				 

		

		
				Age (y)

		

		
				< 60

				62 (40)

				87 (42)

				.75

				16 (40)

				25 (42)

				1.0

		

		
				≥ 60

				92 (60)

				119 (58)

				 

				24 (60)

				35 (58)

				 

		

		
				Gender

		

		
				Male

				106 (69)

				107 (52)

				.0013

				24 (60)

				36 (60)

				1.0

		

		
				Female

				48 (31)

				99 (48)

				 

				16 (40)

				24 (40)

				 

		

		
				Stage

		

		
				I-II

				62 (42)

				97 (49)

				.21

				17 (43)

				28 (47)

				.68

		

		
				III-IV

				84 (58)

				100 (51)

				 

				23 (58)

				32 (53)

				 

		

		
				B symptoms

		

		
				No

				100 (67)

				196 (66)

				.92

				23 (59)

				38 (68)

				.37

		

		
				Yes

				50 (33)

				65 (34)

				 

				16 (41)

				18 (32)

				 

		

		
				LDH

		

		
				Normal

				58 (41)

				82 (44)

				.66

				12 (32)

				19 (33)

				.93

		

		
				Elevated

				82 (59)

				105 (56)

				 

				25 (68)

				38 (67)

				 

		

		
				No. of extranodal sites

		

		
				0-1

				105 (73)

				155 (78)

				.30

				29 (74)

				46 (78)

				.68

		

		
				≥ 2

				38 (27)

				43 (22)

				 

				10 (26)

				13 (22)

				 

		

		
				Performance status

		

		
				0-1

				117 (87)

				231 (85)

				.62

				30 (88)

				50 (86)

				.78

		

		
				≥ 2

				18 (13)

				28 (15)

				 

				4 (12)

				8 (14)

				 

		

		
				Size of largest tumor

		

		
				< 5cm

				81 (68)

				90 (58)

				.079

				18 (58)

				23 (48)

				.38

		

		
				≥ 5cm

				38 (32)

				66 (42)

				 

				13 (42)

				25 (52)

				 

		

		
				IPI risk group

		

		
				0-2

				87 (58)

				132 (67)

				.10

				19 (49)

				38 (64)

				.12

		

		
				3-5

				62 (42)

				65 (33)

				 

				20 (51)

				21 (36)

				 

		

		
				Therapy response

		

		
				CR

				126 (82)

				163 (79)

				.59

				27 (68)

				35 (58)

				.40

		

		
				PR

				16

				24

				 

				7

				13

				 

		

		
				SD

				3

				7

				 

				3

				3

				 

		

		
				PD

				9

				12

				 

				3

				9

				 

		

		
				Ki-67

		

		
				< 70%

				50 (33)

				83 (41)

				.10

				9 (22)

				17 (29)

				.64

		

		
				≥ 70%

				104 (67)

				119 (59)

				 

				31 (78)

				42 (71)

				 

		

		
				Primary origin

		

		
				Nodal

				91 (40)

				134 (66)

				.21

				25 (37)

				39 (70)

				.54

		

		
				Extranodal

				61 (60)

				68 (66)

				 

				15 (63)

				17 (30)

				 

		

		
				DLBCL subtypes

		

		
				GCB

				70 (46)

				105 (51)

				.34

				25 (62)

				34 (57)

				.68

		

		
				ABC

				83 (54)

				100 (49)

				 

				15 (38)

				26 (43)

				 

		

		
				BCL6 translocation

		

		
				–

				73 (63)

				97 (70)

				.21

				17(57)

				35 (85)

				.007

		

		
				+

				43 (37)

				41 (30)

				 

				13(43)

				6 (15)

				 

		

		
				CD30

		

		
				−

				120 (78)

				178 (89)

				.0085

				32 (80)

				54 (92)

				.13

		

		
				+

				34 (22)

				23 (11)

				 

				8 (20)

				5 (8.5)

				 

		

		
				p53 expression

		

		
				< 20%

				106 (70)

				154 (77)

				.18

				10 (26)

				18 (31)

				.65

		

		
				≥ 20%

				45 (30)

				47 (23)

				 

				29 (74)

				40 (69)

				 

		

		
				Abbreviations: DLBCL, diffuse large B-cell lymphoma; R-CHOP, rituximab with cyclophosphamide, doxorubicin, vincristine, and prednisone; LDH, lactate dehydrogenase; IPI, international prognostic index; CR, complete remission; PR, partial response; SD, stable disease; PD, progressive disease; GCB, germinal center B-cell–like; ABC, activated B-cell–like.

		

	

	 

	Multivariate survival analysis

	We further performed multivariate survival analysis including p63 expression, p53 overexpression, and clinical parameters in the WT-TP53 and MUT-TP53 subsets individually. In the WT-TP53 subset, p63 expression but not WT-p53 overexpression remained as an independent prognostic factor for better OS and PFS; in the MUT-TP53 subset, MUT-p53 overexpression but not p63 expression was an independent prognostic factor for poorer PFS (borderline P value for OS) (Table 2).

	Gene expression profiling signature of p63 expression

	To gain insights into the potential molecular mechanisms underlying the prognostic observation, we performed a series of GEP analyses comparing p63+ and p63− patients in the overall DLBCL group and various subsets stratified by GCB/ABC subtype, TP53 mutation and p53 overexpression status (Fig 6A-H, Supplemental Fig S3A-D). Counts of significant differentially expressed genes (DEGs) between compared groups with different false discovery rate (FDR) thresholds are listed in Supplemental Table S1. Largely, whether p63 expression was associated with distinct GEP signatures did not correlated with whether p63 showed apparent prognostic effects, and the GEP signature of p63 expression in the MUT-TP53 subset was much more prominent (Fig 6B, Table 4) than that in the WT-TP53 subset (7 genes only with a FDR threshold of 0.30, figure not shown). However, after dividing the WT-TP53 subset into GCB and ABC subtypes of DLBCL patients, p63 expression showed GEP signatures, more distinctive in ABC than in GCB (Fig 6C, Supplemental Fig S3A), which was opposite to the pattern for overall ABC and GCB (only few DEGs in ABC compared to the distinct GEP signature in GCB, Supplemental Table S1). The p63 GEP signatures in the MUT-TP53 and WT-TP53 subsets had both similarity (upregulated ATP2A2 and downregulated ZNF652) and difference (three genes, GABBR2, PDHA1 and NFYB, showed opposite up- or down-regulation). Reinforcing the idea that p63 GEP signatures are more highlighted in the absence of WT-p53 activities as shown in the MUT-TP53 subset, we further found that in WT-p53−ABC-DLBCL but not in WT-p53+ ABC-DLBCL, p63 expression was associated with significant DEGs (Supplemental Fig S3B, Supplemental Table S3).
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	Figure 6. Gene expression profiling analysis. (A) Heatmap for comparison between p63+ and p63− DLBCL patients (false discovery rate < 0.15). (B) Heatmap for comparison between p63+ and p63− DLBCL patients with MUT-TP53 (false discovery rate < 0.05, fold change >1.68). (C) Heatmap for comparison between p63+versus p63− patients with ABC-DLBCL and WT-TP53 (false discovery rate < 0.20). (D) Heatmap for comparison between p63+versus p63− patients with GCB-DLBCL (false discovery rate < 0.05). (E) Heatmap for comparison between p63+ and p63− DLBCL patients with MUT-p53 overexpression (false discovery rate < 0.15). (F) Heatmap for comparison between p63+ and p63− DLBCL patients with no or low (< 20%) expression levels of MUT-p53 (false discovery rate < 0.10). (G) Heatmap for comparison between WT-p53+ (≥ 20%) and WT-p53− (< 20%) DLBCL patients with p63 expression (false discovery rate < 0.30). (H) Heatmap for comparison between MUT-p53+ (≥ 20%) and MUT-p53− (< 20%) DLBCL patients with p63 expression (false discovery rate < 0.20).

	Table 4. Genes differentially expressed between patients with p63+ and p63− DLBCL

	
		
				 

				p63+ DLBCL FDR< 0.20

				p63+ DLBCL with MUT-TP53 FDR< 0.05, fold change > 1.68

				p63+ ABC-DLBCL with WT-TP53 FDR< 0.20

		

		
				Function categories

				Upregulated

				Downregulated

				Upregulated

				Downregulated

				Upregulated

				Downregulated

		

		
				Signaling, immune response, inflammation

				FLJ23834, TRAF1

				SGPP1

				 

				 

				FOXD1, PDE7A

				GABRR2, MS4A2, COMMD5

		

		
				Development, differentiation

				SOX4, FOXC1

				 

				 

				ZNF141, BACH2

				SOX4, EPHA4

				 

		

		
				Cell growth and proliferation, gene expression, metabolism

				H2AFB1/2/3

				MSI2, TBC1D1, ZNF652, TOR1AIP1, ZMYM2

				 

				STRBP, CDC2L5, DDX18, MSI2, ZNF439, ZNF91, ZNF226, MTMR2

				MEF2C, DCN, KDM2B, RPS15, NFYB, DDX3Y, FOXD1,UTY

				CCND2

		

		
				Apoptosis, cell death, DNA damage response

				TP63, BCL2L1, ZAK, RFFL, ATG4B, MKL1, HIPK2

				C13orf15

				TP63

				 

				TP63, MKL1

				 

		

		
				Protein folding, protein translocation, heat shock

				PPIL6

				HSF2, SEC62

				 

				 

				 

				 

		

		
				Transport, mobility, cell adhesion

				KCNMA1, ATP2B1, KIF21A, ANKH, TRPM4

				VAMP1

				 

				ITGB1, CXCR4

				ECM2, RHOBTB3

				 

		

		
				IncRNA and other unknown function

				COBLL1, NCRNA00173

				C17orf58, C8orf6

				 

				SETD5, SLMO2

				DNAJC5B, TMEM57, ANUBL1, IQCK

				C10orf53

		

		
				Abbreviations: DLBCL, diffuse large B-cell lymphoma; FDR, false discovery rate; IncRNA, long noncoding RNA.

		

	

	To gain insights into the functional relationship between p53 and p63, we further analyzed the overlap and difference between the p53 [37, 38] and p63 GEP signatures. The results (Table 5) suggest p63 expression had a WT-p53-like GEP signature either in the context of WT-TP53 (such as CTAG2, SOX4 and ELL2, accounting for approximately 21% of the DEGs between WT-TP53/p63+ and WT-TP53/p63−) or MUT-TP53 (such as DSE, ATM, CDK13, CD47, ELF1, DYRK1A [45], PFDN4, and TMEM97, accounting for approximately 4% of the DEGs between MUT-TP53/p63+ and MUT-TP53/p63−), yet remained some MUT-p53-like GEP signature mainly in the context of MUT-TP53 (such as CAMTA1 resembling the MUT-p53 GEP signature, and ABHD11, KCNN3, MART3, and MRPL30 opposite to the WT-p53 GEP signature; accounting for approximately 1.4% of the DEGs between MUT-TP53/p63+ and MUT-TP53/p63−). Moreover, only in the p63+ but not in the p63− subset, expression of WT-p53 or MUT-p53 was associated with distinct GEP signatures (Fig 6G, H), which may suggest that p63 is important for p53 activities.

	Table 5. Lists of differentially expressed genes between p63+ and p63− DLBCL that are also in the p53 signatures and MDM2 signatures

	
		
				Common genes shared by the p63+ and p53+ signatures

		

		
				 

				WT-TP53 WT-p53+vs WT-p53−

				MUT-TP53 MUT-p53+vs WT-p53−MUT-TP53 vs WT-TP53

		

		
				 

				 

				Same

				 

				Same

		

		
				Up ↑

				DSE

				↑ in MUT-TP53/p63+vs MUT-TP53/p63−
↑ in MUT-p53+/p63+vs MUT-p53+/p63−

				BCAS1

				↑in p63+ GCB vs p63− GCB

		

		
				 

				ELL2

				↑ in WT-TP53/p63+vs WT-TP53/p63−

				 

				 

		

		
				 

				FDXR

				↑ in WT-p53−/p63+ ABC vs WT-p53−/p63−ABC

				 

				 

		

		
				 

				GRRP1

				↑ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				HPGD

				↑ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				PFDN4

				↑ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				SOX4

				↑ in p63+ vs p63−
↑ in WT-TP53/p63+vs WT-TP53/p63−
↑in WT-p53−/p63+ ABC vs WT-p53−/p63−ABC

				 

				 

		

		
				Down↓

				ATM

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				CAMTA1

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-TP53/p63+ GCB vs MUT-TP53/p63− GCB

		

		
				 

				C3orf63

				↓ in MUT-p53+/p63+vs MUT-p53+/p63−

				 

				 

		

		
				 

				CCDC69

				↓ in p63+ GCB vs p63− GCB

				 

				 

		

		
				 

				CD47

				↓ in MUT-p53+/p63+vs MUT-p53+/p63−

				 

				 

		

		
				 

				CDC2L5/CDK13

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-TP53/p63+ GCB vs MUT-TP53/p63− GCB

				 

				 

		

		
				 

				DCLRE1C

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-TP53/p63+ GCB vs MUT-TP53/p63− GCB

				 

				 

		

		
				 

				DYRK1A

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				ELF1

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-TP53/p63+ GCB vs MUT-TP53/p63− GCB
↓ in p63+ GCB vs p63− GCB

				 

				 

		

		
				 

				ESR2

				↓ in p63+ GCB vs p63− GCB

				 

				 

		

		
				 

				HCG18

				↓ in WT-TP53/p63+vs WT-TP53/p63−

				 

				 

		

		
				 

				HERC4

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-TP53/p63+ GCB vs MUT-TP53/p63− GCB

				 

				 

		

		
				 

				ITCH

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				LOC645513

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				ORC4L

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				PPP1R2

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				TBC1D1

				↓ in p63+ vs p63−↓ in p63+ GCB vs p63−GCB

				 

				 

		

		
				 

				PXK

				↓ in p63+ GCB vs p63− GCB

				 

				 

		

		
				 

				TMCC1

				↓ in MUT-TP53/p63+ ABC vs MUT-TP53/p63− ABC

				 

				 

		

		
				 

				ZCCHC7

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				ZNF221

				↓ in WT-p53−/p63+ ABC vs WT-p53−/p63−ABC

				 

				 

		

		
				 

				 

				Opposite

				 

				Opposite

		

		
				Up ↑

				KCNN3

				↓ in p63+ GCB vs p63− GCB

				CTAG2

				↓ in WT-p53−/p63+ ABC vs WT-p53−/p63−ABC

		

		
				 

				KIAA0564

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-p53+/p63+vs MUT-p53+/p63−

				TMEM97

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

		

		
				 

				MATR3

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				SLC16A1

				↓ in p63+ GCB vs p63− GCB

		

		
				 

				MRPL30

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				Down↓

				ABHD11

				↑in MUT-TP53/p63+ ABC vs MUT-TP53/p63−ABC

				 

				 

		

		
				Common genes shared by the p63+ and MDM2+ signatures

		

		
				 

				WT-TP53 MDM2+vs MDM2−

				MUT-TP53 MDM2+vs MDM2−

		

		
				 

				 

				Same

				 

				Same

		

		
				Up ↑

				FAM83A

				↑ in MUT-TP53/p63+ ABC vs MUT-TP53/p63− ABC

				 

				 

		

		
				 

				FDXR

				↑in WT-p53−/p63+ ABC vs WT-p53−/p63−ABC

				 

				 

		

		
				 

				MICAL2

				↑in MUT-TP53/p63+ GCB vs MUT-TP53/p63− GCB

				 

				 

		

		
				 

				PCBP3

				↑in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				TCEB3

				↑Rin p63+ vs p63−

				 

				 

		

		
				Down↓

				ATM

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				BPTF

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in p63+ GCB vs p63− GCB

				ATG7

				↓ in p63+ GCB vs p63− GCB

		

		
				 

				BRWD1

				↓ in p63+ GCB vs p63− GCB

				ATP5C1

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-TP53/p63+ GCB vs MUT-TP53/p63− GCB

		

		
				 

				CD22

				↓ in p63+ GCB vs p63− GCB

				EIF2A

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

		

		
				 

				DHX36

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				PAK2

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

		

		
				 

				EIF2A

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				PRICKLE4/TOMM6

				↓ in MUT-TP53/p63+ ABC vs MUT-TP53/p63− ABC

		

		
				 

				NKTR

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-p53+/p63+vs MUT-p53+/p63−
↓ in MUT-TP53/p63+ GCB vs MUT-TP53/p63− GCB

				 

				 

		

		
				 

				RBM26

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−
↓ in MUT-p53−/p63+vs MUT-p53−/p63−

				 

				 

		

		
				 

				RPL34

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				SLC35F5

				↓ in MUT-TP53/p63+vs MUT-TP53/p63−

				 

				 

		

		
				 

				WT-TP53 MDM2+vs MUT-TP53 MDM2+

				 

				 

		

		
				 

				 

				Same

				 

				 

		

		
				Down↓

				LPP

				↓ in p63+ GCB vs p63− GCB

				 

				 

		

	

	We also compared the p63 GEP signature with the MDM2 GEP signature [38], and found 21 DEGs were common between the GEP signatures of p63 and MDM2 expression, among which 16 DEGs were not shared by the p53 GEP signature (Table 5).

	Although the p53 and p63 GEP signatures overlapped, majority of the DEGs were not shared. Nonetheless, a p53-like tumor suppressor role of p63 was suggested by the p63 GEP signatures, including downregulation of CCND2 (in WT-TP53/p63+ ABC-DLBCL), CDC27 and MYCT1 (in WT-TP53/p63+ GCB-DLBCL), CDC2L5/CDK13 and CXCR4 (in MUT-TP53/p63+ DLBCL. TP53 mutations were associated with increased CXCR4 levels especially in GCB- DLBCL as previously reported [46]), ELF1 which encodes a transcription factor that activates LYN and BLK (in MUT-TP53/p63+ GCB-DLBCL), MYBL1 and STRBP which play roles in proliferation and growth (in MUT-TP53/p63+ GCB-DLBCL), antiapoptotic C9orf82 and BCOR (which encodes an interacting corepressor of BCL6 required for germinal center formation and may influence apoptosis) (in MUT-TP53/p63+ ABC-DLBCL), as well as upregulation of HIPK2 (which promotes apoptosis through the activation of p53/TP53) (in p63+ DLBCL) and WWOX (which functions synergistically with p53/TP53 to control genotoxic stress-induced cell death) (in MUT-TP53/p63+ ABC-DLBCL) (Supplemental Fig S3C-D).

	On the other hand, some DEGs promoting tumor cell survival were also shown in the comparison between overall p63+ and p63− DLBCL patients, which may be due to the oncogenic function provided by MUT-p53 or p63 isoforms in the p63+ DLBCL subsets. For example, antiapoptotic BCL2L1, RFFL (which negatively regulates p53, CASP8 and CASP10 through proteasomal degradation), ATG4B (required for autophagy), and MKL1 (which suppresses TNF-induced cell death by inhibiting caspase activation) were up-regulated in p63+ DLBCL compared with p63− DLBCL, whereas C13orf15/RGCC (in response to DNA damage) was downregulated in p63+ DLBCL patients (Table 4). Cytokine/receptor genes IL17RC, IL4, IL4I1 and IL8RB/CXCR2 which have been associated with poorer prognosis in cancers, were upregulated in MUT-TP53/p63+ compared with MUT-TP53/p63− DLBCL (Supplemental Table S2); MLL2 was upregulated in p63+ patients with ABC-DLBCL and MUT-TP53 (Supplemental Fig S3D).

	Discussion

	Abnormal p63 expression patterns instead of TP63 mutations have been found to be important for tumorigenesis [5]. Little data are available with conflicting results regarding p63 expression and its prognostic role [27, 39, 43]. We found that p63 expression correlated with a superior survival in ABC-DLBCL with WT-TP53 and in high-risk (IPI >2) DLBCL (regardless GCB or ABC), which is consistent with a previous study in high-intermediate and high risk DLBCL [27]. The association of p63 expression with high-risk IPI in GCB-DLBCL, and thus affecting its apparent prognostic effects in GCB and overall DLBCL, may contribute to the inconsistent findings from previous studies.

	The prognostic effect of p63 expression suggests that p63 has a tumor suppressor role for DLBCL, although its protective effect can be antagonized or abolished by TP53 mutations and high-risk DLBCL associated biology. In our cohort, p63 expression was associated with increased levels of IRF4/MUM-1, p21, MDM2, and p16-INK4a resembling that of WT-p53 yet independent of p53 mutation status. GEP analysis showed that compared to the prominent p63 GEP signature within the MUT-TP53 subset, the comparison between p63+ and p63−patients with WT-TP53 had much fewer DEGs; DEGs were shown within the WT-p53− but not WT-p53+ ABC-DLBCL subset. These results may suggest that the tumor suppressor function of p63 may overlap with (and is probably weaker than) that of WT-p53, and when TP53 was mutated, p63 functions as a supplemental tumor suppressor alternative to WT-p53. However, MUT-p53 function remained or dominated p63 function in certain MUT-TP53 cases (Table 5), likely due to the significantly higher levels of MUT-p53 than p63 [47]. In addition to the GEP results as above, p63 expression correlated with MDM2 upregulation and BCL2 and MDM4 downregulation (P=0.0174, P=0.0487 and P=0.090 respectively) resembling WT-p53 expression GEP signature (although the FDRs for the comparison between p63+ and p63−DLBCL were higher). In contrast, CDKN1A/p21, MCL1, B2M, and FYB showed great variation even opposite up/down regulation between the WT-p53+ and the p63+ GEP signature. These phenomena may be explained by the remained MUT-p53-like function in the MUT-TP53/p63+ cases, whereas TP63 mutations and expression of different p63 isoforms may not be significant factors as suggested by the previous studies [5, 25, 43] and our preliminary data of TP63 mutations in DLBCL (unpublished data).

	These observations in DLBCL may support previous functional studies, which showed that TAp63α and TAp63γ (but not ΔNp63) could induce apoptosis at lesser levels than WT-p53 [48]; TAp63, and also TAp73, together with p53, may transactivate a group of common target genes in response to DNA damage, including damage resulting from exposure to doxorubicin, a component of R-CHOP;1 TAp63 and MUT-p53 antagonize each other mainly in the regulation of metastasis and tumor dissemination [5]; p53 mutants may bind directly to p63 and inhibit the p63-mediated transcription of p53 target genes [49, 50]. Strategies to overcome MUT-p53 interaction with p63, decrease MUT-p53 levels and enhance p63 levels may have therapeutic value [47]. On the other hand, in mouse embryonic fibroblasts, p63 and p73 are required for p53-dependent apoptosis in response to DNA damage [7]. This may explain why our GEP comparisons between p53+ and p53−DLBCL showed DEGs within the p63+ but not p63− subset. Moreover, our data suggested that p63 act together with p53 in some essential pathways yet also function independently in many processes such as development, immune response and chemokinesis. Large variations between p63 signatures in the overall DLBCL patient population and in the GCB and ABC subsets may also imply a wide range of p63 activities. These characteristics of p63 function compared with p53, as well as association with high Ki-67 (consistent with previous studies [21, 43]) and high IPI may explain the limitation of p63's apparent prognostic effect in DLBCL.

	It is also possible that the correlation between p63 expression and better survival outcomes may be also influenced by the escape from MDM2-mediated degradation. In our cohort, the p63's protective effects on patient survival were independent of MDM2 expression, yet GEP signatures were only shown in MDM2low but not in MDM2high subsets (data not shown), suggesting that MDM2 may suppress p63 function but the suppression is not significant to the p63's protective effect. Conversely, p63 may have confounded the MDM2's prognostic effect in DLBCL just as that of WT-p53 [38], suggested by the common genes shared by the MDM2 and p63 GEP signatures (Table 5). Previous studies have suggested that p63 degradation is independent of MDM2 [24, 31] and that MDM2 increases the protein level and transcriptional activity of p63 [51]. The MDM2 inhibitor p14ARF directly interacts with and impairs p63 transcriptional activity [52]. On the other hand, it has also been shown that MDM2 transports p63 out of nucleus and inhibits its transcription function [53].

	Yang et al. speculated that p63 expression in cancer cells was due to TP63 gene amplification by genomic instability [3], and other researches showed that p63 expression was regulated via mRNA stability [4, 19]. TP63 rearrangements have been reported in 1.2-5% of DLBCL (exclusive of GCB subtype) and also in 5.8% of peripheral T-cell lymphomas, which resulted in a truncated p63 protein lacking the TA domain [40, 41]. Our data showed the associations of p63 expression with BCL6 (mapped to 3q27) translocations, which appears to suggest the possibility of concurrent translocation of TP63 gene (mapped to 3q27-28) due to chromosomal proximity in p63+ DLBCL subsets. In these cases it is possible that expressed p63 had oncogenic function like ∆Np63, which may explain the oncogenic DEGs in the p63 GEP signatures, and the lack of p63's prognostic significance in GCB-DLBCL. In addition, genomic stress similar to that inducing p53 may also be the cause of p63 expression in subsets of p63+ DLBCL [54], since our data showed correlation between the WT-TP53 and TP63 mRNA levels, and both WT-p53 and p63 expression were associated with increased IRF4/MUM-1 and Ki-67 expression. Fig 7 illustrates these potential causes for p63 expression and possible relationships between p63 and WT-p53/MUT-p53 function. Understanding the mechanisms regulating TP63 may lead to therapeutic strategies. In DLBCL cell lines, FOXP1, directly represses TP63 and cooperate with NF-κB signaling to promote lymphoma cell survival [42]. Consistently, our GEP data also suggest that molecules related to B-cell receptor signaling may be potential targets which suppresses p63 expression, as in GCB-DLBCL and MUT-TP53/p63+ DLBCL, p63 expression was associated with downregulation of SYK and ELF1 respectively (suggesting decreased B-cell receptor signaling).

	[image: A hypothetical model illustrating the regulation and roles of p53 and p63 in DLBCL lymphomagenesis and clinical outcomes suggested by our clinical and biological data]

	Figure 7. A hypothetical model illustrating the regulation and roles of p53 and p63 in DLBCL lymphomagenesis and clinical outcomes suggested by our clinical and biological data.

	In conclusion, we demonstrated the correlation of p63 expression and better survival outcomes in patients with high-risk DLBCL, ABC-DLBCL with WT-TP53, and biology associated with p63 expression supporting p63's tumor suppressor role in DLBCL. This study helps identify a subgroup of patients with better prognosis among patients who have ABC-DLBCL or high-risk DLBCL. Targeting p63 expression and function may be a novel therapeutic strategy for particular subgroups of DLBCL patients.

	Materials and Methods

	Patients

	A total of 795 patients with de novo DLBCL from 20 medical centers treated with R-CHOP were studied, randomly divided into a training set (n=520) and a validation set (n=275). The diagnostic criteria, selection process, therapy, and treatment response have been described previously [37]. The study was approved as being of minimal or no risk or as exempt by the institution review boards of all participating medical centers.

	Immunohistochemistry

	Tissue microarrays prepared from the diagnostic formalin-fixed, paraffin-embedded (FFPE) tissue blocks of all patients studied were stained with an anti-p63 antibody (4A4, Santa Cruz Biotechnology, Santa Cruz, CA) which can detect all p63 isoforms. Expression levels of p63 were determined by estimating the percentage of p63-positive tumor cells in the tissue array cores. X-tile software and receiver operating characteristic curve analysis by GraphPad Prism 6 Software were used to determine the percentage of p63-positive cells with maximal discriminatory power for the separation of DLBCL patients into 2 different prognostic groups. Evaluation of other biomarkers by immunohistochemistry was also performed on tissue microarrays using corresponding antibodies: p53 (DO-7, Dako, Carpinteria, CA), MDM2 (IF2, Calbiochem, Billerica, MA), p21 (Dako), Bcl-2 (Clone-124, Dako, Carpinteria, CA), Ki-67 (Dako), CD30 (clone BerH2, Dako), Bcl-6 (Dako), FOXP1 (Abcam), IRF4/MUM1 (Dako), CD10 (56C6, Vantana), c-Rel (Dako), and CXCR4 (Abcam, San Francisco, CA). Details of immunohistochemistry procedures and scoring processes have been described previously [38, 44, 55–58].

	TP53 and TP63 sequencing, fluorescence in situ hybridization

	Genomic DNA samples were extracted from FFPE tissues, and the TP53 coding region and splice site sequence were determined for 460 patients in the training set using a p53 AmpliChip (Roche Molecular Systems, Pleasanton, CA) as described previously [37]. TP63 coding region sequence was analyzed by Sanger sequencing method. MYC, BCL2, BCL6, and REL gene arrangements and copy number aberrations were detected by fluorescence in situ hybridization [56, 59, 60].

	Gene expression profiling

	Gene expression profiling was performed on Affymetrix GeneChips HG-U133 Plus Version 2.0 (Affymetrix, Santa Clara, CA) using total RNAs as described previously [37, 55]. The CEL files are deposited in the National Center for Biotechnology Information Gene Expression Omnibus repository (GSE#31312). The microarray data were quantified and normalized by the frozen robust multiarray analysis (RMA) algorithm. The differentially expressed genes were identified by using multiple t-tests.

	Statistical analysis

	The clinical and pathologic features at the time of presentation were compared between various DLBCL subgroups by using the chi-square test and unpaired t test. Correlation between expression of different genes or proteins was evaluated by Spearman rank correlation. Overall survival (OS) was calculated from the date of diagnosis to the date of last follow-up or death. Progression-free survival (PFS) was calculated from the date of diagnosis to the date of disease progression or death. OS and PFS curves of the various groups were analyzed by GraphPad Prism 6 software using the Kaplan-Meier method, and differences were compared with use of the log-rank (Cox-Mantel) test. Multivariate analysis was conducted by using the Cox proportional hazards regression model with the SPSS software version 19.0 (IBM, Armonk, NY). Any difference with a P value of < 0.05 was considered statistically significant.
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	Abstract

	The phosphatase and tensin homolog gene PTEN is one of the most frequently mutated tumor suppressor genes in human cancer. Loss of PTEN function occurs in a variety of human cancers via its mutation, deletion, transcriptional silencing, or protein instability. PTEN deficiency in cancer has been associated with advanced disease, chemotherapy resistance, and poor survival. Impaired PTEN function, which antagonizes phosphoinositide 3-kinase (PI3K) signaling, causes the accumulation of phosphatidylinositol (3,4,5)-triphosphate and thereby the suppression of downstream components of the PI3K pathway, including the protein kinase B and mammalian target of rapamycin kinases. In addition to having lipid phosphorylation activity, PTEN has critical roles in the regulation of genomic instability, DNA repair, stem cell self-renewal, cellular senescence, and cell migration. Although PTEN deficiency in solid tumors has been studied extensively, rare studies have investigated PTEN alteration in lymphoid malignancies. However, genomic or epigenomic aberrations of PTEN and dysregulated signaling are likely critical in lymphoma pathogenesis and progression. This review provides updated summary on the role of PTEN deficiency in human cancers, specifically in lymphoid malignancies; the molecular mechanisms of PTEN regulation; and the distinct functions of nuclear PTEN. Therapeutic strategies for rescuing PTEN deficiency in human cancers are proposed.

	Introduction

	The phosphatase and tensin homolog gene, PTEN, is one of the most commonly mutated tumor suppressors in human malignancies [1–5], and complete loss of PTEN protein expression is significantly associated with advanced cancer and poor outcome [6, 7]. The importance of PTEN as a tumor suppressor is further supported by the fact that germline mutations of PTEN commonly occur in a group of autosomal dominant syndromes, including Cowden Syndrome, which are characterized by developmental disorders, neurological deficits, and an increased lifetime risk of cancer and are collectively referred to as PTEN hamartoma tumor syndromes (PHTS) [8, 9].

	Biochemically, PTEN is a phosphatase that de-phosphorylates phosphatidylinositol (3,4,5)-tri-phosphate (PIP3), the lipid product of class I phosphoinositide 3-kinase (PI3K) [10]. To date, PTEN is the only lipid phosphatase known to counteract the PI3K pathway. Unsurprisingly, loss of PTEN has a substantial impact on multiple aspects of cancer development. Strikingly, PTEN has distinct growth-regulatory roles depending on whether it is in the cytoplasm or nucleus. In the cytoplasm, PTEN has intrinsic lipid phosphatase activity that negatively regulates the cytoplasmic PI3K/AKT pathway, whereas in the nucleus, PTEN has AKT-independent growth activities. The continued elucidation of the roles of nuclear PTEN will help uncover the various functions of this essential tumor suppressor gene.

	In this review, we describe the molecular basis of PTEN loss, discuss the regulation of PTEN expression in lymphoid malignancies, and summarize potential therapeutic targets in PTEN-deficient cancers.

	STRUCTURE AND FUNCTION OF PTEN

	PTEN structure

	PTEN is a tumor suppressor gene located on chromosome 10q23.31 that encodes for a 403-amino acid protein that has both lipid and protein phosphatase activities. PTEN gene and protein structures are shown in Figure 1. The PTEN protein contains a sequence motif that is highly conserved in members of the protein tyrosine phosphatase family. Structurally, the PTEN protein is composed of two major functional domains (a phosphatase domain and a C2 domain) and three structural regions (a short N-terminal phosphatidyl-inositol [4,5]-bisphosphate [PIP2]-binding domain, a C-terminal tail containing proline-glutamic acid-serine-threonine sequences, and a PDZ-interaction motif) [11]. The PIP2-binding site and adjacent cytoplasmic localization signal are located at the protein's N-terminal [12, 13].
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	Figure 1. PTEN gene and protein structures. The PTEN protein is composed of 403 amino acids and contains an N-terminal PIP2-binding domain (PBD), a phosphatase domain, a C2 domain, a C-terminal tail containing proline–glutamic acid–serine–threonine sequences, and a PDZ interacting motif at the end. *Mutations on the phosphatase domain that disrupt PTEN's phosphatase activity include the C124S mutation, which abrogates both the lipid and protein phosphatase activity of PTEN, and the G129E mutation, which abrogates only the lipid phosphatase activity of PTEN. The C-terminal tail residues phosphorylated by glycogen synthase kinase 3β (GSK3β) and casein kinase 2 (CK2) are shown. Mutations of S380, T382, and T383 (referred to as the STT) can destabilize PTEN and increase its phosphatase activity. The PIP2-binding site and adjacent cytoplasmic localization signal are located at the N-terminal. The N-terminal poly-basic region appears to selectively interact with PIP2 and contribute to the nuclear accumulation of PTEN. Ubiquitination of PTEN has also been found on K13 and K289.

	The PI3K/PTEN/AKT/mTOR pathway

	PTEN's tumor-suppressing function largely relies on the protein's phosphatase activity and subsequent antagonism of the PI3K/AKT/mammalian target of rapamycin (mTOR) pathway. Following PTEN loss, excessive PIP3 at the plasma membrane recruits and activates a subset of pleckstrin homology domain–containing proteins to the cell membrane. These proteins include phosphoinositide-dependent kinase-1 and AKT family members [14, 15]. AKT activation also leads to the activation of the mTOR kinase complex 1 through the inhibition of the phosphorylation of tuberous sclerosis complex tumor suppressors and consequent activation of the small GTPase rat sarcoma (RAS) homologue enriched in brain. The active mTOR complex 1 phosphorylates the p70 ribosomal protein S6 kinase (S6K) and inhibits 4E-binding protein 1 to activate protein translation [16]. Accordingly, the PTEN/PI3K/AKT/mTOR pathway is emerging as a vital target for anti-cancer agents, especially in tumors with mTOR pathway activation.

	AKT-independent roles of PTEN

	Although AKT pathway activation can explain many of the phenotypes associated with PTEN inactivation, PTEN gene targeting and genetic activation of AKT do not have completely overlapping biological consequences. Using transcriptional profiling, Vivanco et al. identified a new PTEN-regulated pathway, the Jun-N-terminal kinase (JNK) pathway, which was constitutively activated upon PTEN knockdown [17]. In the study, PTEN null cells had higher JNK activity than PTEN positive cells did, and genetic analysis indicated that JNK functioned parallel to and independently of AKT. Thus, the blockade of PI3K signaling may shift the survival signal to the AKT-independent PTEN-regulated pathway, implicated JNK and AKT as complementary signals in PIP3-driven tumorigenesis and suggest that JNK may be a therapeutic target in PTEN null tumors.

	In addition to its lipid phosphatase function, PTEN also has lipid phosphatase–independent roles. PTEN has been shown to inhibit cell migration through its C2 domain, independent of PTEN's lipid phosphatase activity [18]. In breast cancer, PTEN deficiency has been shown to activate, in a manner dependent on its protein phosphatase activity, the SRC proto-oncogene, non-receptor tyrosine kinase (SRC), thereby conferring resistance to human epidermal growth factor receptor 2 inhibition [19]. Furthermore, PTEN has been shown to directly bind to tumor protein 53 (p53), regulate its stability, and increase its transcription, thereby increasing P53 protein levels [20].

	PTEN REGULATION

	Genetic alteration of PTEN

	PTEN loss of function occurs in a wide spectrum of human cancers through various genetic alterations that include point mutations (missense and nonsense mutations), large chromosomal deletions (homozygous/heterozygous deletions, frameshift deletions, in-frame deletions, and truncations), and epigenetic mechanisms (e.g., hypermethylation of the PTEN promoter region) [21]. Somatic mutations are the main drivers of PTEN inactivation in human cancers, and have been reviewed extensively [22].

	PTEN's tumor suppressor function is usually abrogated following mutations in its phosphatase domain, which is encoded by exon 5 [23] (Figure 1). These mutations typically include a C124S mutation that abrogates both lipid and protein phosphatase activity and a G129E mutation that abrogates lipid phosphatase but not protein phosphatase activity [24]. Although the N-terminal phosphatase domain is principally responsible for PTEN's physiological activity, approximately 40% of tumorigenic PTEN mutations occur in the C-terminal C2 domain (corresponding to exons 6, 7, and 8) and in the tail sequence (corresponding to exon 9), which encode for tyrosine kinase phosphorylation sites. This suggests that the C-terminal sequence is critical for maintaining PTEN function and protein stability [21, 23, 25, 26]. However, many tumor-derived PTEN mutants retain partial or complete catalytic function, suggesting that alterative mechanisms can lead to PTEN inactivation.

	Transcriptional regulation

	In addition to gene mutations, complete or partial loss of PTEN protein expression may impact PTEN's tumor suppression ability. The regulation of PTEN's functions and signaling pathway is shown in Figure 2. Positive regulators of PTEN gene expression include early growth response protein 1, peroxisome proliferator-activated receptor γ (PPARγ) and P53, which have been shown to directly bind to the PTEN promoter region [27–29]. Early growth response protein 1, which regulates PTEN expression during the initial steps of apoptosis, has been shown to directly upregulate the expression of PTEN in non–small cell lung cancer. PPARγ is a ligand-activated transcription factor with anti-inflammatory and anti-tumor effects. The activation of its selective ligand, rosiglitazone, leads to the binding of PPARγ at two PTEN promoter sites, PPAR response element 1 and PPAR response element 2, thus upregulating PTEN and inhibiting PI3K activity. Negative regulators of PTEN gene expression include mitogen-activated protein kinase kinase-4, transforming growth factor beta (TGF-β), nuclear factor of kappa light polypeptide gene enhancer in B-cells (NF-κB), IGF-1, the transcriptional cofactor c-Jun proto-oncogene, and the B-cell-specific Moloney murine leukemia virus insertion site 1 (BMI1) proto-oncogene, which have been shown to suppress PTEN expression in several cancer models [30–32]. Research found that IGF-1 could affect cell proliferation and invasion by suppressing PTEN's phosphorylation. In pancreatic cancers, TGF-β significantly suppresses PTEN protein levels concomitant with the activation of AKT through transcriptional reduction of PTEN mRNA–induced growth promotion. c-Jun negatively regulates the expression of PTEN by binding to the activator protein 1 site of the PTEN promoter, resulting in the concomitant activation of the AKT pathway. PTEN transcription is also directly repressed by the leukemia-associated factor ecotropic virus integration site 1 protein in the hematopoietic system [33].
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	Figure 2. Mechanisms of PTEN regulation. PTEN is regulated at different levels. (A) PTEN mRNA transcription is activated by early growth response protein 1, P53, MYC, PPARγ, C-repeat binding factor 1, and others, and inhibited by NF-κB, proto-oncogene c-Jun, TGF-β, and BMI-1. (B) PTEN mRNA is also post-transcriptionally regulated by PTEN-targeting miRNAs, including miR-21, miR-17-92, and others. (C) Active site phosphorylation, ubiquitination, oxidation, acetylation, and protein-protein interactions can also regulate PTEN activity. The phosphorylation leads to a “closed” state of PTEN and maintains PTEN stability. Dephosphorylation of the C-terminal tail opens the PTEN phosphatase domain, thereby activating PTEN.

	Intriguingly, recent studies reported a complex crosstalk between PTEN and other pathways. For example, RAS has been found to mediate the suppression of PTEN through a TGF-β dependent mechanism in pancreatic cancer [34], and the mitogen-associated protein kinase/extracellular signal-related kinase pathway has been found to suppress PTEN transcription through c-Jun [35]. Finally, the stress kinase pathways including mitogen-activated protein kinase kinase kinase 4 and JNK promote resistance to apoptosis by suppressing PTEN transcription via direct binding of NF-κB to the PTEN promoter [36]. These findings suggest that the pathways that are negatively regulated by PTEN can in turn regulate PTEN transcription, indicating a potential feedback loop. Studies have also shown that CpG islands hypermethylated in the PTEN promoter lead to the silencing of PTEN transcription in human cancer [37].

	Translational and post-translational regulation

	MicroRNAs (miRNAs) are a class of endogenous, 20- to 25-nucleotide single-stranded non-coding RNAs that repress mRNA translation by base-pairing with target mRNAs [38]. Various miRNAs are known to impact PTEN expression in both normal and pathological conditions. In multiple human cancers, PTEN expressions are downregulated by miRNAs, which are shown in Table 1.

	Table 1. MiRNAs which downregulate PTEN expression in human cancers

	
		
				miRNA

				Locus

				Expression status

				Tumor type

				Reference

		

		
				MiR-21

				17q23.1

				Upregulated

				Colorectal, bladder, and hepatocellular cancer

				[112–114]

		

		
				MiR-19a

				13q31.3

				Upregulated

				Lymphoma and CLL

				[87, 115]

		

		
				MiR-19b

				Xq26.2

				Upregulated

				Lymphoma

				[87]

		

		
				MiR-22

				17p13.3

				Upregulated

				Prostate cancer and CLL

				[116, 117]

		

		
				MiR-32

				9q31.3

				Upregulated

				Hepatocellular carcinoma

				[118]

		

		
				MiR-93

				7q22.1

				Upregulated

				Hepatocellular carcinoma

				[119]

		

		
				MiR-494

				14q32.31

				Upregulated

				Cervical cancer

				[120]

		

		
				MiR-130b

				22q11.21

				Upregulated

				Esophageal carcinoma

				[121]

		

		
				MiR-135b

				1q32.1

				Upregulated

				Colorectal cancer

				[122]

		

		
				MiR-214

				1q24.3

				Upregulated

				Ovarian cancer

				[123]

		

		
				MiR-26a

				3p22.2 (MIR26A1)
12q14.1(MIR26A2)

				Upregulated

				Prostate cancer

				[113]

		

		
				MiR-23b

				9q22.32

				Upregulated

				Prostate cancer

				[114]

		

		
				Abbreviations: CLL, chronic lymphocytic leukemia.

		

	

	Post-translational modifications, such as active site phosphorylation, ubiquitination, oxidation, and acetylation, can also regulate PTEN activity [39]. In its inactivated state, PTEN is phosphorylated on a cluster of serine and threonine residues located on its C-terminal tail, leading to a “closed” PTEN state in which PTEN protein stability is maintained. As PTEN is being activated, dephosphorylation of its C-terminal tail opens its phosphatase domain, thereby increasing PTEN activity (Figure 2). The phosphorylation of PTEN at specific residues of the C-terminal tail (Thr366, Ser370, Ser380, Thr382, Thr383, and Ser385) is associated with increased protein stability, whereas phosphorylation at other sites may decrease protein stability. Although S370 and S385 have been identified as the major sites for PTEN phosphorylation, mutations of these residues have minimal effects on PTEN function, whereas mutations of S380, T382, and T383 can destabilize PTEN and increase its phosphatase activity, thereby enhancing PTEN's interaction with binding partners [40]. The “open” state of PTEN is more susceptible to ubiquitin-mediated proteasome degradation [13]. One recently identified E3 ligase of PTEN is neural precursor cell-expressed, developmentally down-regulated 4, E3 ubiquitin protein ligase 1 (NEDD4-1), which mediates PTEN mono- and poly-ubiquitination [41] (Figure 3). In cancer, the inhibition of NEDD4-1, whose expression has been found to be inversely correlated with PTEN levels in bladder cancer, may upregulate PTEN levels [42]. Two major conserved sites for PTEN are K13 and K289, and ubiquitination of these sites is indispensable for the nuclear-cytoplasmic shuttling of PTEN (Figure 1).
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	Figure 3. PTEN's cytoplasmic and nuclear functions. In the cytoplasm, PI3K is activated downstream of receptors that include receptor tyrosine kinases, G protein–coupled receptors, cytokine receptors, and integrins. PI3K activation converts PIP2 to PIP3, thereby leading to AKT activation, which enhances cell growth, proliferation, and survival. PTEN dephosphorylates PIP3 and consequently suppresses the PI3K pathway. NEDD4-1 is an E3 ligase of PTEN that mediates PTEN ubiquitination. Polyubiquitination of PTEN leads to its degradation in the plasma, whereas monoubiquitination of PTEN increases its nuclear localization. PTEN can translocate into the nucleus through various mechanisms, including passive diffusion, Ran- or major vault protein–mediated import, and a monoubiquitination-driven mechanism. In the nucleus, PTEN promotes p300-mediated P53 acetylation in response to DNA damage to control cellular proliferation. Nuclear PTEN is also involved in maintaining genomic integrity by binding to centromere protein C (CENPC) and in DNA repair by upregulating RAD51 recombinase (RAD51).

	Protein-protein interactions

	PTEN contains a 3–amino acid C-terminal region that is able to bind to PDZ domain–containing proteins [43, 44]. PDZ domains are involved in the assembly of multi-protein complexes that may control the localization of PTEN and its interaction with other proteins. A number of PTEN-interacting proteins have been shown to regulate PTEN protein levels and activities. These interactions, which help recruit PTEN to the membrane, can be negatively modulated by the phosphorylation of PTEN on its C terminus [40, 45]. The phosphorylation of the C terminal end of PTEN has been attributed to the activities of casein kinase 2 and glycogen synthase kinase 3β [46, 47]. In addition, evidence suggests that the C2 domain of PTEN can be phosphorylated by RhoA-associated kinase, which may have important roles in the regulation of chemoattractant-induced PTEN localization [48] (Figure 2).

	Acetylation and oxidation also contribute to PTEN activity regulation. PTEN's interaction with nuclear histone acetyltransferase–associated p300/cAMP response element-binding protein (CREB)-binding protein (CBP)–associated factor can promote PTEN acetylation, and this acetylation negatively regulates the catalytic activity of PTEN [49]. Studies have shown that the PTEN protein becomes oxidized in response to the endogenous generation of the reactive oxygen species (ROS) stimulated by growth factors and insulin, and this oxidation correlates with a ROS-dependent activation of downstream AKT phosphorylation [50, 51]. Other studies have shown that the PIP3-dependent Rac exchange factor 2 and SHANK-associated RH domain interactor proteins bind directly to PTEN to inhibit its lipid phosphatase activity [52, 53]. High P53 expression triggers proteasome degradation of the PTEN protein [54]. In addition to antagonizing the AKT–mouse double minute 2 homolog pathway in a phosphatase-dependent manner, PTEN also can interact with P53 directly in a phosphatase-independent manner, thereby stabilizing P53 [55, 56].

	PTEN IN THE NUCLEUS

	Growing evidence suggests that the translocation of PTEN from the nucleus to the cytoplasm leads to malignancy. In the nucleus, PTEN has important tumor-suppressive functions, and the absence of nuclear PTEN is associated with aggressive disease in multiple cancers [57–59], implying that nuclear PTEN is a useful prognostic indicator. PTEN is predominantly localized to the nucleus in primary, differentiated, and resting cells, and nuclear PTEN is markedly reduced in rapidly cycling cancer cells [60, 61], which suggests that PTEN localization is related to cell differentiation status and cell cycle stage. High expression levels of nuclear PTEN have been associated with cell-cycle arrest at the G0/G1 phase, indicating a role of nuclear PTEN in cell growth inhibition [62]. PTEN's cytoplasmic and nuclear functions are shown in Figure 3.

	PTEN enters the nucleus via its calcium-dependent interaction with the major vault protein [63], through passive diffusion [64], and by a Ran-GTPase–dependent pathway [65]. Moreover, monoubiquitination mediates PTEN's nuclear import, whereas polyubiquitination leads to PTEN's degradation in the cytoplasm [66] (Figure 3). The nuclear exportation of PTEN via a chromosome region maintenance 1–dependent mechanism during the G1-S phase transition is directly regulated by S6K, a downstream effector of the PI3K signaling pathway [67] (Figure 3). Thus, PTEN is preferentially expressed in the cytoplasm of tumor cells in which PI3K signaling is frequently activated. Nuclear PTEN has an essential role in the maintenance of chromosomal stability. First, PTEN directly interacts with centromere protein C in a phosphatase-independent manner. Second, PTEN transcriptionally regulates DNA repair by upregulating RAD51 recombinase in a phosphatase-dependent manner [68] (Figure 3). The disruption of nuclear PTEN results in centromere breakage and massive chromosomal aberrations. Nuclear PTEN may also play an important part in transcription regulation by negatively modulating the transcriptional activity of the androgen receptor, hepatocyte growth factor receptor, NF-κB, CREB, and activator protein 1. Moreover, nuclear PTEN has been shown to promote p300/CREB-binding protein–mediated p53 acetylation in the response to DNA damage [69, 70].

	Most of the functions of nuclear PTEN are independent of its phosphatase activity and do not involve the PI3K/AKT pathway. Not only PTEN but also activated PI3K and functional PIP3 have been detected in the nucleus [71], indicating that nuclear PI3K signaling mediates PTEN's antiapoptotic effect through nuclear PIP3 and nuclear AKT. Nevertheless, only limited evidence suggests that nuclear PTEN has lipid phosphatase functions, as the nuclear pool of PIP3 is insensitive to PTEN [72].

	PTEN DEFICIENCY IN LYMPHOMA

	PTEN deficiency in T-cell acute lymphoblastic leukemia

	PI3K signaling are frequently activated in T-cell acute lymphoblastic leukemia (T-ALL), which mainly due to the absent of PTEN function. Studies have shown that PTEN inactivation plays a prominent role in human T-ALL cell lines and primary patients [73–76]. Moreover, PTEN mutations have been shown induced resistance to γ-secretase inhibitors, which derepress the constitutively activated NOTCH1 signaling in T-ALL [77]. However, the PTEN mutations detected in these studies vary widely. Gutierrez et al. reported that T-ALL patients had a PTEN mutation rate of 27% and a PTEN deletion rate of 9%, whereas Gedman et al. reported that 27 of 43 (63%) pediatric T-ALL specimens had PTEN mutations. In the latter study, the high frequency of PTEN mutations may have been due to the fact that approximately 50% of the specimens were patients with relapsed disease. Interestingly, all mutations were identified in the C2 domain of PTEN [75, 76], not in the phosphatase domain as has been reported for other solid tumors [78].

	PTEN deficiency in diffuse large B-cell lymphoma

	Published reports of PTEN gene alterations in lymphoid malignancies are summarized in Table 2. Studies have reported unexpectedly low frequencies of PTEN mutations in DLBCL patients, ranging from 3% to 22% [79–83]. Lenz et al. performed gene expression profiling in primary DLBCL and found that a recurrently altered minimal common region containing PTEN was lost in 11% GCB-DLBCL but not in other subtypes, suggesting that the alteration is exclusive to GCB-DLBCL [84]. More recently, Pfeifer and Lenz found that mutations involving both the phosphatase domain and C2 domain of PTEN were prominent in GCB-DLBCL cell lines. Interestingly, 7 of the 11 GCB-DLBCL cell lines had complete loss of PTEN function, whereas all ABC-DLBCL cell lines expressed PTEN, suggesting that PTEN mutation may be related to PTEN loss in GCB-DLBCL [85] (Table 2). In the GCB-DLBCL cell lines, PTEN loss was inversely correlated with the constitutive activation of the PI3K/AKT signaling pathway, whereas GCB-DLBCL cell lines with PTEN expression rarely had PI3K/AKT activation. In contrast, all ABC-DLBCL cell lines had PI3K/AKT activation regardless of PTEN status, which suggests that the activation of PI3K/AKT in GCB-DLBCL results from PTEN deficiency. Further, gene set enrichment analysis revealed that the MYC target gene set was significantly downregulated after PTEN induction. Also, inhibition of PI3K/AKT with either PTEN re-expression or PI3K inhibition significantly downregulated MYC expression, suggesting that PTEN loss leads to the upregulation of MYC through the constitutive activation of PI3K/AKT in DLBCL [85].

	Table 2. Reported PTEN gene alterations in lymphoid malignancies

	
		
				Alteration type

				Exon

				Domain

				Disease

				Frequency, %

				Notes

				Ref

		

		
				Cell lines

		

		
				 Del

				3-9

				PHOS, C2

				DLBCL

				28.6 (4/14)

				Del in 4 of 11 GCB-DLBCL

				[85]

		

		
				 Mut

				2-5

				PHOS, C2

				DLBCL

				35.7 (5/14)

				Mut in 4 of 11 GCB- and 1 of 3 ABC-DLBCL

				 

		

		
				 Del and Mut

				2-7

				PHOS, C2

				 

				22.2 (6/27)

				 

				[82]

		

		
				Biopsy tissue

		

		
				 Del

				 

				 

				DLBCL

				15.3 (4/26)

				Heterozygous Del in 3 of 18 GCB- and 1 of 8 ABC-DLBCL

				[85]

		

		
				 Del

				1

				PB

				NHL

				3.4 (1/29)

				 

				[81]

		

		
				 Mut

				5, 6

				PHOS, C2

				 

				6.9 (2/29)

				 

				 

		

		
				 Del and Mut

				1, 8

				PHOS, C2

				NHL

				4.6 (3/65)

				 

				[82]

		

		
				 Mut

				8

				C2

				DLBCL

				5 (2/39)

				 

				[79]

		

		
				 Del

				 

				 

				GCB-DLBCL

				13.9 (10/72)

				Homozygous Del in 2, heterozygous Del in 8

				[84]

		

		
				 Mut

				1, 2, 7

				PB, PHOS, C2

				NHL

				10 (4/40)

				 

				[109]

		

		
				 Mut

				7

				C2

				T-ALL

				8 (9/111)

				 

				[74]

		

		
				 Del

				NA

				 

				T-ALL

				8.7 (4/46)

				Homozygous Del in 2, heterozygous Del in 2

				[76]

		

		
				 Mut

				7

				C2

				 

				27.3 (12/44)

				 

				 

		

		
				 Del and Mut

				 

				 

				T-ALL

				62.7 (27/43)

				Homozygous Del in 8

				[75]

		

		
				Abbreviations: Del, deletion; PHOS, phosphatase; DLBCL, diffuse large B-cell lymphoma; GCB, germinal B-cell–like; Mut, mutation; ABC, activated B-cell–like; NHL, non-Hodgkin lymphoma; T-ALL, T-cell acute lymphoblastic leukemia; AML, acute myeloid leukemia; ALL, acute lymphoblastic leukemia; PB, phosphatidylinositol (4,5)-bisphosphate–binding; NA, not applicable.

		

	

	Although several studies have identified discrepancies in PTEN deficiency between DLBCL subtypes, few studies have investigated PTEN localization in different subcellular compartments, not to mention the prognostic value such information would have in de novo cases. Fridberg et al. found a trend towards a stronger staining intensity of cytoplasmic and nuclear PTEN in 28 non–GCB-DLBCL patients [59], most importantly, they found that the absence of nuclear PTEN expression was correlated with worse survival. This interesting evidence should be corroborated in a larger number of primary samples in further studies.

	PTEN deficiency in other lymphomas

	Previous studies of mantle cell lymphoma (MCL) showed that although the disease had no detectable genetic alterations of PTEN, it did have extremely low protein expression of PTEN. To determine whether the PI3K/AKT signaling pathway is involved in the pathogenesis of MCL, Rudelius et al. investigated pAKT and PTEN expression in primary MCL specimens and cell lines. Of the 31 MCL specimens, 6 had markedly decreased PTEN expression; of the 4 MCL cell lines, 3 had complete loss of PTEN expression [86]. The authors found no phosphatidyl inositol 3-kinase catalytic subunit (PIK3CA) mutations in the primary specimens or cell lines, suggesting that loss of PTEN activates the PI3K/AKT pathway in MCL.

	Loss of PTEN protein expression has also been reported in 32% of patients with primary cutaneous DLBCL–leg type and 27% of patients with primary cutaneous follicle center lymphomas. Remarkably, both the expression of miR-106a and that of miR-20a were significantly related to PTEN protein loss (P<0.01). Moreover, low PTEN mRNA levels were significantly associated with shorter disease-free survival [87].

	PTEN AND SPECIFIC PI3K ISOFORMS

	PI3K comprises a regulatory p85 subunit and a catalytic p110 subunit. Of particular interest, Class IA PI3Ks include three p110 isoforms (p110α, p110β, and p110δ), are primarily responsible for phosphorylating PIP2. PIK3CA, the gene encoding the p110α isoform is frequently mutated in various human cancers [88]. In one study, 59% of cases with mutant PIK3CA had increased p-AKT levels. Therefore, the constitutive activation of PI3K is another way by which the PTEN pathway can be disturbed in cancer. In their study of 215 DLBCL patients, Abubaker et al. reported that 8% had PIK3CA mutations and 37% had loss of PTEN. Both PIK3CA mutation and loss of PTEN were correlated with poor survival. However, correlation analysis revealed that most of the PIK3CA mutations occurred in cases with PTEN expression (P=0.0146). Accordingly, 17 cases with PIK3CA mutations were screened for PTEN mutations, and none harbored both PIK3CA and PTEN mutations [89]. This suggests that PIK3CA mutation likely functions as an oncogene in DLBCL by contributing to PI3K pathway activation independently of PTEN deficiency.

	Both p110α and p110β may generate distinct pools of PIP3. In response to stimuli, p110α produces an acute flux of PIP3, which is efficiently coupled to AKT phosphorylation. In contrast, p110β has been proposed to generate a basal level of PIP3 with little effect on AKT phosphorylation [90]. Moreover, cells with AKT phosphorylation induced by PTEN loss were sensitive to a p110β-specific inhibitor but not a p110α inhibitor both in vitro and in vivo [91, 92], which suggests that the enhancement of basal PIP3 drive oncogenesis in the absence of PTEN. Another study indicated that PTEN-mutant endometrioid endometrial carcinoma cells may not be sufficiently sensitive to the inhibition of p110β alone and that combined targeted agents may be required for effective treatment [93]. This finding may have been due to the fact that mutations of PTEN and PIK3CA frequently coexist in endometrioid endometrial carcinoma. In contrast, cells with wild-type PTEN seem to engage the p110α or p110δ isoforms. Accordingly, clinical trials of isoform-specific inhibitors are warranted.

	ENGAGEMENT OF THE PI3K PATHWAY IN B-CELL RECEPTOR SIGNALING

	The survival of the majority of B-cell malignancies depends on functional B-cell receptor (BCR) signaling. The successful use of a Bruton tyrosine kinase (BTK) inhibitor to target the BCR pathway in DLBCL has yielded profound discoveries regarding the genetic and biochemical basis of BCR signaling. During BCR signaling, the SRC family kinase LYN phosphorylates the transmembrane protein cluster of differentiation 19, which recruits PI3K to the BCR. The transduction of BCR signaling finally results in the activation of the NF-κB, PI3K, mitogen-associated protein kinase, and nuclear factor of activated T cells pathways, which promote the proliferation and survival of normal and malignant B cells.

	BCR signaling is directly affected by frequent mutations in CD79A (immunoglobulin α) and CD79B (immunoglobulin β)-mainly CD79B-which occur in approximately 20% of patients with ABC-DLBCL [94]. Tumor cells harboring CD79B mutations have longer and stronger activation of AKT signaling. Moreover, ABC-DLBCL cell lines with mutated CD79B are more sensitive to PI3K inhibition than those with wild-type CD79B are. Thus, CD79B mutations might be responsible for preventing the negative regulation that interferes with PI3K-dependent pro-survival BCR signaling [95].

	Previous studies have demonstrated that the transgenic expression of the constitutively active form of the PI3K catalytic subunit or PTEN knockout can rescue mature B cells from conditional BCR ablation. Moreover, BCR signaling is required for PI3K pathway engagement in both GCB-DLBCL and ABC-DLBCL. Specifically, PI3K engages BCR signaling by indirectly contributing to NF-κB activity in ABC-DLBCL, whereas in GCB-DLBCL, PI3K pathway activation but not NF-κB activity is required for survival. Briefly, the “chronic” BCR signaling in ABC-DLBCL is characterized by the many pathways involved with the CARD11-mediated activation of NF-κB signaling, whereas the “tonic” BCR signaling in GCB-DLBCL is characterized by the constitutive activation of PI3K in promoting survival [96, 97].

	Given these findings, the combination of PI3K pathway inhibitors with BCR pathway inhibitors may enhance the treatment response of PTEN-deficient tumors.

	THERAPIES TARGETING FUNCTIONAL LOSS OF PTEN IN LYMPHOMA

	PI3K/AKT/mTOR pathway inhibitors

	Owing to PI3K's critical roles in human cancers, PI3K targeting is one of the most promising areas of anticancer therapy development. Since the absent of PTEN is concomitant with PI3K signaling activation, inhibitors that targeting this pathway might play a significant role in the treatment of PTEN-deficient tumors. Growing evidence indicates that multiple solid tumor cell lines and several lymphoid malignancy cell lines with PTEN-deficient are hypersensitive to PI3K inhibitors, which are summarized in Tables 3 and Figure 4.

	Table 3. Preclinical studies of targeted therapeutics in PTEN-deficient tumors

	
		
				Inhibitor type

				Drug

				Study notes

				Ref

		

		
				Class I-PI3K

		

		
				 Pan

				Buparlisib
(BKM120)

				The drug elicited response in some PTEN-deficient tumors and induced cell death in DLBCL cell lines.

				[124]

		

		
				 Pan

				SAR245408
(XL147)

				The drug significantly inhibited tumor growth in a PTEN-deficient prostate cancer model.

				[109]

		

		
				 p110α

				BYL719

				The drug had antitumor activity in cell lines harboring PIK3CA mutations but not in PTEN-deficient solid tumors

				[110]

		

		
				 p110β

				AZD6482
(KIN-193)

				The drug substantially inhibited tumor growth in PTEN-deficient cancer models.

				[98]

		

		
				 p110β

				GSK2636771

				PTEN-mutant EEC cell lines were resistant to the drug; the drug decreased cell viability only when combined with a p110α selective inhibitor.

				[93]

		

		
				 p110β/δ

				AZD8186

				The drug inhibited the growth of PTEN-deficient prostate tumors.

				[102]

		

		
				 p110α/β

				CH5132799

				The drug inhibited the growth of some PTEN-deficient tumors in vitro.

				[103]

		

		
				 p110γ/δ

				IPI-145

				The drug significantly inhibited the Loucy cell lines in T-ALL.

				[100]

		

		
				PI3K/mTOR

				SF1126

				The drug significantly reduced the viability of PTEN-deficient but not PTEN-positive GCB-DLBCL cells.

				[104]

		

		
				PI3K/HDAC

				CUDC-907

				The drug inhibited growth in multiple cell lines; cell lines with PIK3CA or PTEN-mutation induced loss of PTEN were markedly sensitive to the drug.

				[105]

		

		
				AKT

				MK-2206

				The drug had antitumor activity in breast cancer cell lines with PTEN or PIK3CA mutations.

				[106]

		

		
				mTORC1

				Everolimus
(RAD001)

				PTEN-deficient prostate cancer had greater sensitivity to the drug;
glioblastoma cell lines were resistant to the drug.

				[107]

		

		
				 

				Temsirolimus
(CCI-779)

				Multiple PTEN-deficient cell lines were remarkably sensitive to the drug.

				[108]

		

		
				Abbreviations: DLBCL, diffuse large B-cell lymphoma; EEC, endometrioid endometrial carcinoma; MCL, mantle cell lymphoma; GCB, germinal B-cell–like.
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	Figure 4. Actions of therapeutics targeting PTEN deficiency in lymphoid malignancies. PTEN deficiency is associated with increased sensitivity to PI3K, AKT, and mTOR inhibitors. In addition, because PI3K is involved in BCR signaling activation, BCR pathway inhibitors may also be effective in PTEN-deficient lymphoid malignancies. SRC family kinase inhibitors include dasatinib (which can also inhibit BTK), saracatinib, bosutinib, SU6656, CGP76030, and KX-01. BTK inhibitors include ibrutinib and AVL-292. Sotrastaurin is a PKCβ inhibitor; A20, a MALT1 paracaspase inhibitor; and MLN120B, an IKKβ inhibitor. SYK inhibitors include fostamatinib and PRT062607. Idelalisib is a PI3Kδ-specific inhibitor. MK-2206 is an AKT inhibitor. mTOR inhibitors include everolimus and temsirolimus.

	In addition to PI3K pan-inhibition, several isoform-selective PI3K inhibitors have been shown to repress the viability of PTEN-deficient tumors. Notably, the p110β-specific PI3K inhibitor AZD6482 (KIN-193) displayed remarkable antitumor activity in PTEN-null tumors but failed to block the growth of PTEN–wild-type tumors in mouse models [98]. However, another separate study showed that endometrioid endometrial cancer with PTEN mutation were resistant to p110β-selective inhibition, cell lines' viability was decreased only when p110β-selective inhibition was combined with p110α-selective inhibition. Recent findings have highlighted that there is a complex interplay between the Class I PI3K isoforms, inhibition of either α or β single isoform might be compensated by reactivation of another isoform at last [99]. Furthermore, it has been proposed that the dual γ/δ inhibitor CAL-130, specifically targeting p110γ and p110δ isoforms in PTEN deleted T-ALL cell lines [100]. By contrast, Lonetti et al. recently indicated that PI3K pan-inhibition developed the highest cytotoxic effects when compared with both selective isoform inhibition and dual p110γ/δ inhibition, in T-ALL cell lines with or without PTEN deletion [101]. Nevertheless, which class of agents among isoform-specific or pan-inhibitors can achieve better efficacy is still controversial. Other target treatments including AKT, mTOR, dual PI3K/AKT and dual PI3K/mTOR inhibitors also show promising antitumor activity in cell line studies, and some of them have been testing under clinical trials [102–111] (Table 3, 4).

	Table 4. Preclinical studies of targeted therapeutics in PTEN-deficient tumors

	
		
				Inhibitor type

				Drug

				Patient population

				Phase

				Identifier

		

		
				PI3K

				GSK2636771

				Patients with advanced solid tumors with PTEN deficiency

				1/2a

				NCT01458067

		

		
				 

				BKM120

				Patients with recurrent glioblastoma with PTEN mutations or homozygous deletion of PTEN or with PTEN-negative disease

				1b/2

				NCT01870726

		

		
				 

				BKM120

				Patients with advanced, metastatic, or recurrent endometrial cancers with PIK3CA gene mutation, PTEN gene mutation, or null/low PTEN protein expression

				2

				NCT01550380

		

		
				 

				AZD8186

				Patients with advanced CRPC, sqNSCLC, TNBC, or known PTEN-deficient advanced solid malignancies

				1

				NCT01884285

		

		
				PI3K/mTOR

				BEZ235

				Patients with advanced TCC; group 1 includes patients with no PI3K pathway activation, no loss of PTEN, and no activating PIK3CA mutation; group 2 includes patients with PI3K pathway activation as defined by PIK3CA mutation and/or PTEN loss

				2

				NCT01856101

		

		
				 

				BEZ235

				Patients with relapsed lymphoma or multiple myeloma

				1

				NCT01742988

		

		
				AKT

				MK-2206

				Patients with previously treated metastatic colorectal cancer enriched for PTEN loss and PIK3CA mutation

				2

				NCT01802320

		

		
				 

				MK-2206

				Patients with advanced breast cancer with a PIK3CA mutation, AKT mutation, and/or PTEN loss or mutation

				2

				NCT01277757

		

		
				 

				Pazopanib + everolimus

				Patients with PI3KCA mutations or PTEN loss and advanced solid tumors refractory to standard therapy

				1

				NCT01430572

		

		
				 

				Trastuzumab +RAD001

				Patients with HER-2–overexpressing, PTEN-deficient metastatic breast cancer progressing on trastuzumab-based therapy

				1/2

				NCT00317720

		

		
				 

				GDC-0068/ GDC-0980 +abiraterone

				Patients previously treated prostate cancer with PTEN loss (currently in phase II)

				1b/2

				NCT01485861

		

		
				 

				Rapamycin (Temsirolimus)

				Patients with advanced cancer and PI3K mutation and/or PTEN loss

				1/2

				NCT00877773

		

		
				 

				Ipatasertib (GDC-0068) + paclitaxel

				Patients with PTEN-low metastatic TNBC

				2

				NCT02162719

		

		
				Abbreviations: CRPC, castrate-resistant prostate cancer; sqNSCLC, squamous non-small cell lung cancer; TNBC, triplenegative breast cancer; TCC, transitional cell carcinoma; HER-2, human epidermal growth factor receptor 2.

		

	

	Conclusion

	In summary, recent studies have identified PTEN as a tumor suppressor gene in various human cancers. It is clear that PTEN is far more than a cytosolic protein that acts as a lipid phosphatase to maintain PIP3 levels. Therefore, we must reconsider the distinct roles PTEN have in specific subcellular compartments, identify the mechanisms underlying PTEN's shuttling between different compartments, and investigate the significance of these mechanisms in predicting disease outcome. Future studies will further elucidate the mechanistic basis of PTEN deficiency in lymphoid malignancies, thereby aiding in the clinical management of lymphoid malignancies with PTEN loss or alteration.
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	Key points:

	PTEN deficiency is related to poor clinical outcomes in patients with a variety of tumors Nuclear and cytoplasmic PTEN has distinct functions in tumor suppression
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	Abstract

	Medulloblastoma (MB), a primitive neuroectodermal tumor, is the most common malignant childhood brain tumor and remains incurable in about a third of patients. Currently, survivors carry a significant burden of late treatment effects. The p53 tumor suppressor protein plays a crucial role in influencing cell survival in response to cellular stress and while the p53 pathway is considered a key determinant of anti-tumor responses in many tumors, its role in cell survival in MB is much less well defined. Herein, we report that the experimental drug VMY-1-103 acts through induction of a partial DNA damage-like response as well induction of non-survival autophagy. Surprisingly, the genetic or chemical silencing of p53 significantly enhanced the cytotoxic effects of both VMY and the DNA damaging drug, doxorubicin. The inhibition of p53 in the presence of VMY revealed increased late stage apoptosis, increased DNA fragmentation and increased expression of genes involved in apoptosis, including CAPN12 and TRPM8, p63, p73, BIK, EndoG, CIDEB, P27Kip1 and P21cip1. These data provide the groundwork for additional studies on VMY as a therapeutic drug and support further investigations into the intriguing possibility that targeting p53 function may be an effective means of enhancing clinical outcomes in MB.

	Introduction

	Medulloblastoma (MB) is a primitive neuroectodermal tumor that arises from granule neuron precursors in the cerebellum or from neural stem cells of the rhombic lip and is the most frequently diagnosed malignant brain tumor in children [1]. Approximately 70% of MB cases occur in children under the age of 10. While less common, MB is also seen in patients between 20 and 44 years of age, with incidences falling off significantly thereafter. A combination of surgery, radiotherapy, and chemotherapy has contributed to improved treatment outcomes, resulting in a 70-80% five-year disease-free patients with medulloblastoma remain significant and recurrence is frequently observed. As with many malignancies, disease recurrence is nearly always fatal, and late mortality remains a serious health issue in long-term MB survivors [2]. Moreover, current therapies result in significant negative impacts on neurological, cognitive and social development, especially in the youngest affected children. Significant efforts are therefore underway to develop more effective and less toxic MB treatments.

	The efficacy of many anti-tumor agents relies on their ability to trigger the tumor suppressive activities of p53, which leads to the induction of cell death, frequently via cellular pathways of apoptosis, senescence or mitotic catastrophe. While the activity of the p53 tumor suppressor protein is highly complex [3], its expression is induced by a broad array of cell stressors including DNA-damaging chemotherapeutic drugs and can be an excellent target for therapeutic intervention ([4], see also [3]). Impairment of p53 signaling by gene mutation or gene silencing/loss has been shown to contribute to the induction, progression and/or recurrence of many tumor types and can confer resistance to tumor therapy.

	p53 plays unique roles in neural development. For example, p53 has been directly implicated in neurogenesis as well as in neural stem cell self-renewal, neurite outgrowth and axonal regeneration (reviewed in [5]), and acetylation of p53 is required for the induction of neurite outgrowth [6]. Despite this knowledge and that related to the role of p53 in many malignancies, the function of p53 in MB remains under-explored. For example, unlike lung, pancreas and bladder cancers, only a minority of primary MB patients present with p53 mutation or loss, with reported frequencies between 7% [7] and 15% [8]. Interestingly, while the frequency of p53 mutations increases upon recurrence, the percentage of cells with nuclear p53 also increases, rising from 26% at diagnosis to 33% at relapse [8], suggesting that certain mechanisms underlying p53 function may still be intact. Importantly, the MAGIC consortium identified chromosome 17 deletions, where the p53 locus is located, to be associated with chromothripsis (chromosomal fragmentation) in Group 3 MB [9], while reduced expression of p53 was seen in Group 4 MB [10]. Collectively, these findings highlight the complex and poorly defined role for p53 in human MB, and support the need for mechanistic studies into p53 activity as a possible therapeutic effector protein.

	The in vitro [11-13] and in vivo [14] anti-tumor activities of an experimental CDK inhibitor, VMY-1-103 (VMY), have previously been described by us in both prostate and other solid tumors [11, 13, 15] and in MB [12, 14]. Our previous MB studies established that the extrinsic apoptotic pathway was induced by VMY, as was mitotic catastrophe in a subset of the cells [12]. In the present study, we sought to further define the molecular and genetic mechanisms by which VMY induces MB cell death. Herein, we show in both p53-wild type (D556) and p53-mutant (DAOY) MB cells lines that treatment with VMY resulted in the translocation of p53 into the nucleus, an induction of γH2AX, a decrease in MDM2 protein levels and activation of non-survival macro-autophagy. Interestingly, suppression of p53 function via shRNA knockdown or treatment with the p53 inhibitory compound Pifithrin-α (Pif) [16] resulted in significant increases in cell death following treatment with either VMY or doxorubicin. Gene expression analyses performed on D556 cells treated with VMY and Pif versus VMY alone revealed a significant increase in genes associated with apoptosis and necrosis, including the calcium pathway signaling genes CAPN12 and TRPM8 suggesting alterations in intracellular calcium signaling may play a role in enhancing cell death. In addition, p63 and its transcriptional target the proapoptotic gene BIK were induced, as were p73 and its target, the caspase-independent intranucleosomal DNase, Endonuclease-G (Endo-G) [17].

	Given the difficulties in effectively treating MB, especially recurrent disease, targeting p53 in combination with chemotherapy potentially represents a new treatment strategy for medulloblastoma.

	Results

	Treatment of MB cells induces a durable cytotoxic effect

	We have previously reported that VMY induces MB cell death [12, 14]. To test whether VMY's antiproliferative effects were sustained after removal of the compound, colony forming assays were performed. D556 cells were treated with VMY or its parent compound purvalanol B (PVB) for 18 hrs, at which point the media was changed and the cells were allowed to recover in the absence of the drugs until the control plate reached 80% confluency (approximately 3-5 days). VMY treatment resulted in a significant reduction in both the number of colonies (Fig 1A, B, C) as well as the number of cells per colony (Fig 1D) versus either DMSO- or PVB-treated D556 cells, which express wild type p53. The DNA damaging drug, doxorubicin (1uM), effectively killed all cells (not shown).
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	Figure 1. VMY induced cell death. The durability of effects of VMY on cell viability was determined via colony forming assays. D556 cells were treated with DMSO, PVB or VMY for 18 hrs. Fresh media was added and the cells cultured for an additional 3-5 days. (A) Cells stained with crystal violet. (B) Colonies as visualized by microscopy. (C) Quantification of colony number. (D) Quantification of cells per colony. The data are shown as average + standard deviation. PVB; purvalanol B, *; p<0.05.

	VMY induces a partial DNA damage-like response in DAOY and D556 MB cell lines

	Our previous studies established that the induction of cell death in MB cells occurred, at least in part, through the extrinsic apoptotic pathway and mitotic disruption [12, 14]. To further investigate the mechanisms by which VMY impacts cell survival, we interrogated proteins involved in DNA damage response and stress signaling. Time course studies of VMY treatment were performed first in DAOY cells, which express mutant p53 (p53C252F). Doxorubicin was used as a positive control for induction of a DNA damage response [18], and PVB was also tested. Compared to DMSO control, treatment with doxorubicin for 18 hours increased the levels of phosphorylated isoforms of ATM, Chk2, γH2AX, BRCA1 and p38 (Fig. 2) as well as ATR, pS46-p53 and Chk1 (Fig 2). A modest increase in mTOR was also noted. In contrast, the levels of all of these proteins, with the exception of p-γH2AX (Fig 2) and to a lesser extent mTOR, were reduced following treatment with VMY. Interestingly, PVB behaved in a manner similar to doxorubicin despite the fact that PVB is an inefficient inhibitor of MB cell proliferation [12]. In contrast to DAOY cells, the levels of total- and phospho- p38 remained relatively constant in D556 cells and phospho-p38 decreased slightly following 18 hrs of VMY treatment (Fig 3A), however sustained induction of γH2AX was confirmed by western blot and by immunofluorescence in both DAOY and D556 cells (Fig 3A, B).
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	Figure 2. Effects of VMY on stress related proteins. DAOY cells were treated for 18 hrs with DMSO, PVB, VMY or doxorubicin at the concentrations listed and immunoblotting was performed for the proteins shown. β-actin was used as a loading control. PVB; purvalanol B, Doxo; doxorubicin.
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	Figure 3. Effects of VMY on stress related proteins in MB cells. DAOY and D556 cells were treated with PVB or VMY. (A) Immunoblotting was performed for total and phosphorylated p38 and phosphorylated γ-H2AX following treatment for 6 or 18 hrs. (B) Immunofluorescence microscopy for γ-H2AX was performed on DAOY cells treated with 1 uM doxorubicin for 18 hrs and DAOY and D556 cells treated with 10 uM VMY for 18 hrs. DAPI was used to stain the nuclei. PVB; purvalanol B, Doxo; doxorubicin.

	VMY induces autophagy in MB cells

	VMY has the ability to block proliferation in prostate cancer cells in part through the induction of catastrophic autophagy [15]. During autophagy, LC3-I (microtubule-associated protein 1 light chain 3) becomes lipidated by the class III phosphoinositide 3-kinase, Vps34, and relocalizes from the microtubules to autophagosomal membranes (reviewed in Kang, et al. [19]). We therefore studied the pattern of subcellular localization of LC3-I in MB cells. D556 cells were transiently transfected with an LC3-GFP expression vector and subjected to fluorescence microscopy as previously described [15]. VMY treatment induced LC3-GFP relocalization and concentration into prototypical autophagic puncta (Fig 4A) with an average of 6 puncta per VMY-treated, LC3-GFP positive cell at 4 hours and 7.8 puncta per cell at 18 hrs, versus an average of 2.3 puncta per cell in control cells (Fig 4A). Our previous data established that inhibition of autophagy protected against VMY-induced cell death in prostate cancer cells [15]. We therefore investigated whether inhibitors of early (3-methyladenine, 3-MA) or late (chloroquine, CQ) autophagy influenced cell survival. Using D556 and DAOY cells, trypan blue dye exclusion assays established that neither 3-MA nor CQ influenced survival in control cells, however significant increases (p<0.05, N=3 separate experiments) in cell viability were seen in both cell lines when treated with VMY and the inhibitors (Fig 4B, C).
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	Figure 4. Induction of Autophagy by VMY reduces cell viability. (A) D556 cells, transfected with LC3-GFP, were treated with DMSO or VMY for 4 and 18 hrs. Autophagic LC3-GFP puncta were visualized by fluorescence microscopy. Cell nuclei were stained with DAPI. (B) D556 and (C) DAOY cells were treated with VMY for 18hrs in the presence or absence of 5 uM 3-MA (an inhibitor of early autophagy) or 50 uM chloroquine (an inhibitor of acidification of lysosomes and autophagosomes), and trypan blue viability assays were performed to establish cell viability. The data are shown as the average + standard deviation of N=3 separate experiments. *; p<0.05, **; p<0.01, 3-MA; 3-methyladenine, CQ; chloroquine.

	Regulation of p53 activity is similar in DAOY and D556 MB cell lines

	Our earlier investigations into the mechanisms by which VMY reduced overall cell survival in solid tumors clearly established a role for wild type p53 in inducing cell death through both apoptosis and catastrophic autophagy. For example, in adenocarcinoma cell lines with wild type p53, VMY caused a rapid induction of p53 protein levels whereas p53 levels remained constant in cells harboring p53 mutations [15]. Furthermore, the loss of p53 function via deletion, mutation or genetic silencing resulted in a complete loss of VMY-induced cytotoxicity in a variety of cancers, including prostate, breast and pancreas, while re-expression of wild type p53 in PC3 cells or treatment of DU145 cells with PRIMA1 restored VMY-induced autophagy and cell death [11, 15].

	We therefore next investigated the effects of VMY on p53 expression in DAOY (p53 C242F mutant [20]) and D556 cells (p53 wild type). Unlike our previous findings in adenocarcinoma cells, p53 levels were high in both cell lines and were not affected by treatment with VMY (Supplemental Fig. 1). Similar results were seen with PVB (Supplemental Fig. 1). The levels of the p53-regulatory protein MDM2 were decreased in both cell lines (Fig 5A) and immunofluorescence microscopy demonstrated that p53 shifted from diffusely cytoplasmic with some nuclear positivity in control cells to predominantly nuclear in both cell lines following VMY treatment (Fig 5B). As both the wild type and mutant p53 proteins localize to the nucleus following exposure to VMY, these data suggest that both proteins may retain some functional activity.
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	Figure 5. VMY alters the subcellular localization of p53. (A) Immunoblotting for MDM2 following exposure of D556 cells to PVB and VMY for the times indicated. β-actin was used as a loading control. (B) Immunofluorescence microscopy for p53 subcelluar localization was performed on DAOY (left panels) and D556 (right panels). DAPI was used to stain the nuclei. PVB; purvalanol B.

	The role of p53 in inducing cell death

	To determine the role of p53 in regulating MB cell survival in the presence of VMY, p53 was genetically silenced with the previously validated p53 shRNA [15] or chemically inhibited by the p53-inhibitory compound, Pifithrin-α (Pif), which we have used in previous experiments to investigate p53's role in regulating autophagy [16]. The silencing of p53 by shRNA resulted in up to a 68% decrease in p53 protein levels versus pLKO control across all treatment groups in both D556 and DAOY cells (Fig 6A). Surprisingly, both the genetic and chemical silencing of p53 led to significant increases in cell death by VMY as measured by colony forming assay (Fig 6B). Equally surprising was the observation that the loss of p53 failed to protect against cell death by doxorubicin (Fig 6B, C). Dose escalation experiments performed in D556 cells in the presence and absence of Pif established that the heightened chemosensitivity was consistent across a broad range of concentrations (Fig 6D). In addition, experiments performed in DAOY showed that cell-survival declined by 33 percent in VMY-treated cells with p53 shRNA knockdown compared to VMY-treated pLKO control cells (Sup Fig S2).
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	Figure 6. Effects of silencing of p53 on cell survival. (A) Genetic silencing of p53. D556 and DAOY cells were infected with p53siRNA or pLKO lentivirus'. The cells were left untreated or exposed for 18 hrs to DMSO or 30uM VMY as indicated, and western blots for p53 and β-actin were run. (B) The effects of p53shRNA knockdown (left) and Pifithrin (Pif, right) on cell viability were determined via colony forming assays. D556 cells were treated with DMSO, doxorubicin or VMY for 18 hrs. Fresh media was added and the cells cultured for an addition 3-5 days, followed by staining with crystal violet. (C) Quantification of the number of colonies in (B). (D) Dose response curves of D556 cells treated with VMY at the concentrations shown in the presence and absence of Pifithrin. The data are shown as average + standard deviation of N=3 separate experiments.

	Loss of p53 in the presence of VMY alters calcium, p63 and p73 signaling pathways

	In order to more completely define the mechanism underlying the paradoxical effect of p53 silencing, RNAseq next generation sequencing was performed on D556 cells treated with VMY in the presence or absence of Pif. RNA sequence analysis revealed an increase in expression of calpain 12 in the VMY/Pif treated cells vs. VMY/DMSO control cells (Table 1). In addition, elevated expression of the transient receptor potential channel subfamily (TRPM8) gene was seen (Table 1), collectively suggesting that intracellular calcium signaling pathways were affected by p53 silencing. Dysregulation of the calcium signaling pathway downstream of stressors such as excitotoxicity can lead to necrotic cell death in neurons (reviewed in [21, 22]), with one of the hallmarks of necrosis being Endo G induction and intranucleosomal DNA cleavage [22]. As both the pro-apoptosis regulatory genes p63 and p73 were induced by p53 silencing, as were possible downstream targets including Endo-G [23], the proapoptotic BH3-protein, BIK (Bcl-2-interacting killer) and CIDEB (cell death-inducing DFFA-like effector B), we assessed levels of late stage apoptosis and necrosis by flow cytometry, by gating for annexin V-positive/propidium iodide (PI)-positive cells. D556 cells were infected with either pLKO or p53shRNA as described above and treated for 18-hours with DMSO, 30uM VMY or 1uM doxorubicin, after which they were analyzed by flow cytometry as previously described [15]. While the annexin−/PI+ fraction of cells was unaffected, the silencing of p53 increased the proportion of annexin V+/PI+ cells following exposure to VMY or doxorubicin (Fig 7A). Finally, similar effects were seen using agarose gel electrophoresis assays where 18-hour treatment with VMY or doxorubicin plus p53shRNA resulted in enhanced DNA degradation, indicative of necrosis and apoptosis (Fig 7B).

	Table 1. Top 25 genes altered in the presence of Pifithrin α plus VMY vs. VMY alone

	
		
				Pif + VMY vs. VMY

		

		
				Up-regulated

				Fold

				Down-regulated

				Fold

		

		
				EndoG

				8.77809E+30

				FIGF

				−6.10476E+11

		

		
				CIDEB

				1.9687E+12

				ANGPT4

				−6.017072518

		

		
				PRSS54

				1299.03

				GSK3A

				−5.35

		

		
				BIK

				19.44

				INCA1

				−5.18

		

		
				MAP3K9

				18.19

				TNFSF14

				−4.01

		

		
				ERBB3

				15.17

				GDF15

				−4.01

		

		
				BRAT1

				7.48

				HGF

				−3.89

		

		
				CISH

				6.73

				BIRC3

				−3.41

		

		
				FADD

				6.73

				LIF

				−2.85

		

		
				TP63

				6.63

				NTF3

				−2.77

		

		
				CBX6

				6.23

				DRD2

				−2.75

		

		
				SRC

				5.98

				SNCG

				−2.67

		

		
				CBX7

				5.98

				MAGEA9

				−2.67

		

		
				HDAC4

				5.24

				ZNF385D

				−2.67

		

		
				RASSF4

				4.49

				CRIP3

				−2.67

		

		
				TRPM8

				4.49

				TNFSF15

				−2.45

		

		
				ERBB2

				4.06

				NAP1L6

				−2.45

		

		
				AKT1

				3.84

				TENC1

				−2.33

		

		
				UNC5B

				3.83

				NRCAM

				−2.23

		

		
				TNFRSF10D

				3.74

				DNAJB7

				−2.21

		

		
				NLRP12-14

				3.74

				MAGEB2

				−2.19

		

		
				TP73

				3.74

				PPAPDC2

				−2.14

		

		
				ARHGEF18

				3.55

				PRSS12

				−2.14

		

		
				TNFRSF25

				3.49

				CFLAR

				−2.07

		

		
				FASTK

				3.48

				GADD45A

				−2.07
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	Figure 7. Effects of p53 knockdown on apoptosis and DNA fragmentation in D556 cells. (A) The proportion of cells undergoing apoptotic cell death as a result of p53 shRNA knockdown in D556 cells treated for 18 hrs with DMSO, VMY (30uM) or doxorubicin (1uM) as assessed using annexin V and propidium iodide (PI) staining and measured by flow cytometry. Data are shown as percent change in staining versus pLKO-control infected cells. (B) D556 cells were infected with pLKO or p53shRNA and treated with DMSO, VMY or doxorubicin for 18hrs. DNA fragmentation of nuclear DNA was assessed by ethidium bromide-agarose gel electrophoresis.

	Taken together, these experiments show that p53 protects against drug-induced cell death in medulloblastoma cells and its genetic- or chemical-suppression results in a significant increase in cell sensitivity to VMY and doxorubicin, an experimental and a clinical drug, respectively.

	Discussion

	Necrosis, apoptosis and autophagy are activated under a variety of cell stress conditions (see references [24, 25] among others), however, little is known about how these complex and partially overlapping mechanisms are induced in medulloblastoma cells. In addition, to date, there have been few publications exploring the effects in medulloblastoma cells of the synthetic modulation of p53 activity during exposure to chemotherapeutic drugs.

	We have recently shown in prostate cancer cell lines as well as in primary prostate cancer cells established using our conditional cell reprogramming approach [26, 27], that the induction of p53 by VMY was a prerequisite for inducing both autophagy and apoptosis, and that silencing p53 effectively blocked cell death [15]. Additionally, our earlier studies on VMY's effects on MB established that this experimental drug induced apoptosis and mitotic catastrophe in vitro [12]. Furthermore, while our in vivo studies showed that 20 mg/kg of VMY administered three times per week for more than four weeks was well tolerated and was effective at treating a mouse model of SHH-driven medulloblastoma [14], a detailed investigation into the mechanism of VMY-induced cell death, and the role that p53 may play had not been explored. We now show that in MB cells, VMY induces the relocalization of p53 into the nucleus, an accumulation of γH2AX, a decrease in MDM2 protein levels and activation of non-survival macro-autophagy. Since the protein levels of key stressrelated proteins were reduced by VMY, the possibility existed that components of the CAP-dependent protein translation pathway may be inhibited by VMY. MNK1 is a target of p38 and MAPK and acts to increase CAPdependent translation through the phosphorylation of the elongation factor eIF4E [28]. 4E-BP1 is a negative regulator of translation and phosphorylation of 4E-BP1 by mTOR inhibits its repressor function. Thus, if VMY negatively regulated CAP-dependent translation, the phosphorylation levels of 4E-BP1 and pMNK1 would be expected to reduce, however VMY increased the levels of these proteins in both D556 and DAOY cells (S.W and C.A, unpublished data). Interestingly, rather than protecting against chemotherapeutic cell killing, the suppression of p53 through shRNA knoc kdown or chemical inhibition by Pifithrin-α resulted in a significant increase in cell death by either VMY or doxorubicin, suggesting that p53 acts as a chemoprotective protein in these primitive neuroectoderm-derived cancer cells.

	Regarding its function in the neuroectoderm, p53 performs roles different to those found in other tissues. In the past decade a role for p53 has emerged in neuronal differentiation, axon guidance, neurite outgrowth and axonal regeneration [29, 30]. Analysis of p53-dependent transcriptional activation in normal development in vivo by using a lacZ reporter gene under the control of a p53-responsive promoter showed that p53 activity was maximal during neuronal differentiation and clustered in areas that showed little correlation with the apoptosis normally ongoing in the developing nervous system [31, 32]. Furthermore, other studies have shown that approximately one quarter of p53-null mice developed exencephaly due to cellular overgrowth, rather than decreased apoptosis [33, 34].

	The dependence of neurite outgrowth and elongation on p53 has also been shown in the developing cerebellum. Gaub et al., 2010 showed that acetylated p53 is required for neurite outgrowth in cerebellar granule cell progenitors. Conversely, the loss of the function acetyl p53 mutant (K-R) inhibits physiological neurite outgrowth in those cells [35]. In cultured rat cerebellar granule cells, Maruoka et al., 2011, showed a p53-mediated neuroprotective effect against glutathione depletion-induced oxidative stress [36].

	Further validation of the role for p53 in neurite outgrowth and neuronal differentiation and maturation comes from studies establishing p53 as a downstream target of neurotrophic receptors. Loss of function experiments of p53 via either gene silencing or dominant negative p53 proteins lacking transactivation capacity have been shown to block NGF-dependent neurite outgrowth and differentiation in PC-12 cells [6, 37]. Another neurotrophic factor, BDNF, has also been shown to stimulate p53 phosphorylation and transcriptional activation in primary cortical neurons [30]. Activation of signaling molecules downstream of NGF or BDNF that are known to induce p53 posttranslational modifications and enhance its transcriptional activity has been reported, including ERK1 and ERK2, p38MAPK, JNK1-2 (c-Jun Nterminal kinases 1-2), cytoskeleton remodeling genes, such as GAP-43, the actin-binding protein Coronin 1b and the RAS family member Rab13 [6, 38].

	Unresolved however is an actual role for p53 in the biology of human MB. Frequencies of p53 mutations are low in primary MB but Increase significantly in recurrences, and mutant p53 proteins and Myc may collaborate to drive aggressive disease [8]. Additionally, modifications of p53 function are required in Myc-[39, 40] but not Smoothened-based mouse models to drive MB. The genetic silencing of p53 in mice with conditional deletion of the BRCA2-interacting protein (BCCIP) gene also resulted in MB [41]; however the resulting tumor formation was predicated upon the loss of the BCCIP knockdown cassette, which restored BCCIP expression in the neuroectoderm, supporting a role for p53 in neuronal genomic stability. Interestingly, p53 expression levels are lower in group 4 MB, due to the iso-dicentric (17)(p11.2) recombination events frequently seen in this group [10]. However, neither the levels of p53 expression nor its subcellular localization were reported following chemotherapy. It should be noted that etoposide induced p53 activity in D283, MEDI and D458 MB cell lines in vitro [42] and the p53 target miR-34a was able to reduce the viability in the p53-impared MB cell line, MEB-Med8a [43], however the effects of silencing of p53 per se were not reported. Furthermore, docosahexaenoic acid and etoposide were found to reduce the levels of MDM2 in both p53-mutant DAOY cells as well as in p53-wildtype D283 cells [44] and we also observe decreases in MDM2 with VMY, along with rapid translocation of p53 into the nucleus. Collectively these published studies and our new data suggest that components of the p53 pathway remain intact in a variety of p53-mutant and p53-wild type MB cells.

	It was therefore surprising that rather than causing chemotherapeutic resistance, the suppression of p53 function by either shRNA knockdown or Pif sensitized DAOY and D556 cells to both VMY and doxorubicin. Mechanistically, the induction of the p63 and p73 and their targeted genes by VMY in the Pif-treated cells was one of the most prominent features (Table 1 and Figure 8). These p53 family-member genes, and their various splice variants, play both similar and distinct roles in development as well as in cancer (reviewed in [45]) and can interact with each other with a high degree of complexity. There is abundant evidence that modulation of p53 function can influence the activity of p63 and p73 (reviewed in [46]) and conversely that p63 and p73 can influence p53 activity in adult neural precursor cells [47]. While the mechanism(s) by which the genetic knockdown or chemical suppression of p53 regulates p63 and p73 expression in MB cells has yet to be elucidated, our data suggest that the induction of p63 and p73 following p53 suppression fundamentally alters the pro-apoptotic machinery in MB cells (Fig 8). It is also unknown whether the increased sensitivity seen in the cell lines tested extends to a broader array of clinical samples or to the chemo-radiation interventions currently used for treating MB. However as both DAOY and D556 cells show similar sensitivities to p53 functional blockade, the possibility exists that at least a subset of the p53 mutations found in MB patients may not adversely impact p53-targeting regimens. Additional experiments assessing whether the p53 mutant proteins identified in recurrent MB exhibit similar responses to combined p53 suppression and exposure to VMY, doxorubicin or other drugs are clearly warranted.
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	Figure 8. Proposed mechanisms of enhanced cell death following inhibition of p53. Shown are the effects of p53 suppression on components of cell death pathways in Pif + VMY vs. VMY treated D556 cells. p53 inhibition by Pifithrin resulted in the induction of p63 and p73 genes and subsequent enhanced cell death via apoptosis. Induction of the p63 and p73 genes leads to the activation of p211 and p27KIP1 both of which can indirectly trigger FADD, reducing the expression of BIRC3 (cIAP2). Induction of p73 led to large increases in EndoG and CIDEB expression leading to DNA fragmentation while increased levels of p63 induced apoptosis though BIRC3 and BIK, the latter of which along with TRPM8 can influence intracellular calcium levels. BAD; BCL2-Associated Agonist Of Cell Death, BIK; BCL2-Interacting Killer (Apoptosis-Inducing), BIRC3; baculoviral IAP repeat containing 3 (cIAP2), BRAT1; BRCA1-Associated ATM Activator 1, CAPN; Calpain, CALB1; Calbindin 1, CDKN2D; Cyclin-Dependent Kinase Inhibitor 2D (p19Ink4D), CIDEB; Cell Death-Inducing DFFA-Like Effector B, EndoG; Endonuclease G, FADD; Fas-Associated Via Death Domain, INCA1; Inhibitor Of CDK, Cyclin A1 Interacting Protein 1, NF-KappaB; Nuclear Factor Of Kappa Light Polypeptide Gene Enhancer In B-Cells, TRPM8, Transient receptor potential cation channel subfamily M member 8.

	Materials and Methods

	Cell lines and cell culture

	The human medulloblastoma (MB) cell lines D556 and DAOY were maintained in complete DMEM containing 10% FBS, L-glutamine, and 100 U/ml Penicillin-Streptomycin as previously described [12]. DNA STR fingerprint analyses were performed on both cell lines as a quality control measure. The DAOY data matched the ATCC database for this line, while early and late passage D556 cultures were compared with no significant changes observed and no matches with the available STR database (not shown).

	Cell viability and growth

	Cell viability was determined using trypan blue dye exclusion and viable and total cell counting using a hemocytometer as previously described [11, 12, 15].

	Colony forming assays

	A total of 1000 cells were plated in 6 well plates. Cells were allowed to adhere for 24 hrs before treatment, at which point they were treated with VMY or Doxorubicin for 18 hrs. The media was changed after 18hrs and the plates were incubated in the absence of drug for 3-5 days to reach 80% confluency in the negative control wells. Cells were washed with PBS, fixed with 10% neutral buffered formalin solution for 15-30 minutes and stained with 0.5% (w/v) crystal violet for 30-60 minutes. The crystal violet was aspirated, cells were washed with PBS and dried for one hour before counting.

	Flow cytometry

	The prostate cells were fixed and stained with 20ug/ml propidium iodide (PI) and 5 U RNase A, and the DNA content and subG1 DNA fragmentation was measured using a FACStar Plus system (Becton-Dickson, Franklin Lakes, NJ) as previously described [11, 12]. Cellular apoptosis was also assessed by APC-Annexin V antibody (Biolegend, San Diego, CA) staining immediately after treatment with VMY and analyzed using FACStar Plus dual laser FACSort system (Becton-Dickson, Franklin Lakes, NJ) as previously described by us [11, 12, 48, 49].

	Immunoblotting

	Protein extracts were prepared and separated on 4-20% Tris-glycine gels and electroblotted onto PVDF membranes as previously described [11, 12, 50]. Protein levels were assessed using antibodies against p53 (Millipore, Bellerica, MA #05-224), p-ATM (Cell Signaling, Danvers, MA #5883P), p-Chk2 (Cell Signaling, Danvers, MA #2661P), p-Chk1 (Cell Signaling, Danvers, MA #2348P), p38 (Cell Signaling, Danvers, MA #8690), histone γ-H2AX (Cell Signaling, Danvers, MA #7631), p-histone γH2AX (Cell Signaling, Danvers, MA #9718P), p-BRCA1 (Ser1524) (Cell Signaling, Danvers, MA #9009P), p-P38 MAPK (Cell Signaling, Danvers, MA #9216S), mTOR (Cell Signaling, Danvers, MA #2983), p-ATR (Cell Signaling, Danvers, MA #2853P), p-p53 (Cell Signaling, Danvers, MA #9286P), p-MNK1 (cell signaling, #2111S), p-4E-BP1 (Cell Signaling, Danvers, MA #2855S), MDM2 (Santa Cruz Biotechnology, #sc-965), β-actin (Cell Signaling, Danvers, MA #4967). Densitometry was performed using ImageJ analysis software (NIH, Bethesda, MD) as previously described [11, 12, 50].

	Immunofluorescent imaging

	Cells were seeded on glass coverslips and treated with DMSO or VMY for 4 or 18 hrs. Cells were washed with PBS and fixed in 10% formalin for 10 min. The coverslips were washed three times with PBS, the cells were permeabilized with 0.1% Triton X-100 and washed three times with PBS. The samples were blocked with 1% BSA for 20 minutes and washed an additional three times in PBS. The cells were exposed to anti-p53 (1:150, Millipore #05-224) or anti-γH2AX (1:150, Cell Signaling #7631) antibodies for 1 hr at room temperature. The slides were washed with PBS an additional three times and stained with the secondary antibody Alexa Fluor goat 488 anti-mouse (1:150, Life Technologies, A-10667) for 30 min at room temperature. Slides were then counter-stained with DAPI for 5 min. The coverslips were mounted onto glass slides with Tris-buffered fluoro-gel (Electron Microscopy Sciences). Confocal microscopy was performed on a Zeiss (Thornwood, NY) LSM510 Meta microscope using a 40x lens.

	LC3-GFP

	LC3 translocation was detected using the green fluorescent protein (GFP)-fused LC3 construct that was generously donated by Dr Robert Clarke [51]. Briefly, cells were seeded in 6 well plates containing glass coverslips and allowed to attach overnight. The LC3-GFP expression plasmid (14ug) was transfected using Lipofectamine LTX reagent (Life Technologies, Carlsbad, CA #15338-100) as previously described by us [15]. 24 hours after transfection, the cells were treated with VMY or vehicle. After 18 hours, the coverslips with attached cells were stained with DAPI and rinsed 3 times with PBS and the coverslips mounted. Imaging was performed by confocal microscopy as previously described [12, 15].

	Autophagy inhibitors

	For autophagy inhibition, 3-methyladenine (3-MA) (Sigma-Aldrich, St Louis, MO #M921) was used at 5mM and chloroquine diphosphate (CQ) (Sigma-Aldrich, St Louis, MO #C6628) was used at 50 μM as previously described [15]. Cells were exposed to these inhibitors for 20 minutes prior to treatment with either DMSO or VMY [15].

	p53 expression and shRNA knockdown

	For lentivirus knockdown experiments, the p53shRNA and pLKO vectors were purchased commercially (Vector Biolabs, Philadelphia, PA, #1854) and used as described by the manufacturer as previously described [15]. Briefly, 293T cells (ATCC, Manassas, VA) were cotransfected with shRNA constructs along with the pHR′8.2ΔR and pCMV-VSV-G helper constructs. After 24 hours, the media was changed and the virus-containing media was harvested after an additional 24 hours of incubation. The MB cells were seeded at 30% confluency and viral infections were performed for 72 hours prior to treatment with VMY or DMSO. Efficiency of the knockdown was monitored by p53 immunoblotting and quantification by ImageJ as previously described [15, 52, 53].

	Chemical inhibition of p53

	For chemical inhibition of p53, 30uM Pifithrin-α (Sigma-Aldrich, St Louis, MO #P4359) was added one hour prior to treatment with VMY, doxorubicin or DMSO.

	DNA fragmentation

	D556 cells were infected with pLKO or p53shRNA virus's for 72 hrs prior to treatment with VMY or DMSO. Doxorubicin was used as a positive control. The genomic DNA was isolated after 18 hr treatment with VMY or doxorubicin using the DNeasy blood and tissue kit (Qiagen, MD #69506). 500ng of DNA was run on 1% agarose gel containing ethidium bromide with the electrophoresis carried out at 100V for one hour.

	RNAseq and pathway analyses

	Total RNA was extracted from D556 cells treated with Pif and VMY as described above using an RNeasy Plus Mini Kit (Qiagen, MD, #74134) and submitted to Otogenetics Corporation (Norcross, GA USA) for RNA-Seq assays. Sequencing was performed on the Illumina HiSeq 2500 (20 million reads, Rapid run, Illumina, CA USA) with chemistry v1.0 and using the 2×106bp paired-end read mode and original chemistry from Illumina according to the manufacturer's instructions. The initial data analysis was started directly on the HiSeq 2500 System during the run. The HiSeq Control Software 2.0.5 in combination with RTA 1.17.20.0 (real time analysis) performed the initial image analysis and base calling. Quality control (QC) was performed using FastQC software. All the samples passed the “Basic Statistics”, “Per Base Sequence Quality”, “Per Sequence Quality Scores”, “Per Base N Content”, and “Sequence Length Distribution”. No specific filtering was done for the samples. The final FASTQ files comprising the sequence information which was used for all subsequent bioinformatics analyses. Sequences were demultiplexed according to the 6bp index code with 1 mismatch allowed. After QC, Tophat2 was used for the alignment, and BAM files were obtained. Partek Genomics Suite (6.6 version 6.12.0713 software (Partek Inc.) was utilized to calculate RPKM as normalization, and fold changes were calculated based on the RPKM results. The pathways analysis was performed through the use of QIAGEN's Ingenuity® Pathway Analysis (Qiagen, Redwood City, CA).
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	Abstract

	In C. elegans, increased lifespan in daf-2 insulin/IGF-1 receptor mutants is accompanied by up-regulation of the MDL-1 Mad basic helix-loop-helix leucine zipper transcription factor. Here we describe the role of mdl-1 in C. elegans germline proliferation and aging. The deletion allele mdl-1(tm311) shortened lifespan, and did so significantly more so in long-lived daf-2 mutants implying that mdl-1(+) contributes to effects of daf-2 on lifespan. mdl-1 mutant hermaphrodites also lay increased numbers of unfertilized oocytes. During aging, unfertilized oocytes in the uterus develop into tumors, whose development was accelerated by mdl-1(tm311). Opposite phenotypes were seen in daf-2 mutants, i.e. mdl-1 and daf-2 mutant germlines are hyperplastic and hypoplastic, respectively. Thus, MDL-1, like its mammalian orthologs, is an inhibitor of cell proliferation and growth that slows progression of an age-related pathology in C. elegans (uterine tumors). In addition, intestine-limited rescue of mdl-1 increased lifespan but not to wild type levels. Thus, mdl-1 likely acts both in the intestine and the germline to influence age-related mortality.

	Introduction

	In most animals, advancing age is accompanied by the deteriorative process of aging (senescence). Aging is the main cause of severe illness and death in humans, but the proximate biological mechanisms that cause it have proved difficult to identify. One approach to understand aging is to study simple model organisms [1], such as the nematode Caenorhabditis elegans which is particularly suitable for this purpose given e.g. its sequenced genome and very short lifespan (2-3 weeks). The identification from the 1980s onwards of many C. elegans mutants with altered aging rate [1] led to optimism that discovery of gene products of aging control genes would reveal the mechanisms of aging in this organism. Yet although many signaling pathways and processes affecting aging rate have been identified, the nature of aging itself has remained obscure. For example, mutation of the daf-2 insulin/IGF-1 receptor gene can more than double adult lifespan [2]. This increase requires the presence of the DAF-16 FoxO transcription factor [2-4], suggesting that transcriptional targets of DAF-16 encode proximal biochemical determinants of aging. But these target genes have proved to be very numerous [5, 6], 2,274 by one estimate [7], complicating the search for DAF-16 target genes that control aging. Understanding DAF-16/FoxO action is important, particularly because the role of insulin/IGF-1 signaling and FoxO in the control of aging shows evolutionary conservation, e.g. in the fruitfly Drosophila [8], and perhaps even in humans, where age changes in allele frequency e.g. of the IGF-1 receptor and FoxO3A genes have been detected [1].

	One approach to understand DAF-16 action is to map the gene regulatory network in which it acts. Previously we used a genome-wide approach to identify genes to which DAF-16 both binds and causes a change in gene expression [9]. This identified a mere 65 high confidence DAF-16 direct targets, which were enriched for genes encoding proteins involved in signaling and gene regulation, and transcription factors. Among the latter class was mdl-1 (Mad-like 1), which encodes a basic helix-loop-helix (bHLH) TF homologous to mammalian Mad transcription factors [10] (Figure 1A). In mammals, Mad TFs act as heterodimers with Max bHLH TFs. Mad competes with Myc bHLH TFs to dimerize with Max, and bind to target genes containing E-box sequences (5'-CANNTG-3') [11]. Myc/Max dimers mainly activate gene expression, and are a major activator of cell proliferation of growth. By contrast, Mad/Max dimers mainly inhibit gene expression, antagonizing Myc/Max, and suppressing cell division and growth [11]. Inhibition of gene expression by Mad/Max is facilitated by recruitment of the Sin3 histone deacetylase (HDAC) corepressor complex. Myc TFs are potent oncogenes, while Mad TFs show some properties of tumor suppressors [11].

	[image: Phenotypic analysis of mdl-1(tm311) mutant]

	Figure 1. Phenotypic analysis of mdl-1(tm311) mutant. (A) mdl-1 gene and protein description, including tm311 deletion and effects on protein, DAF-16 binding sites (chromatin profile [DamID] data and DBEs) and site of ChIP analysis. For chromatin profile, y axis represents log2 ratio of DAF-16 binding relative to control, and peaks correspond to potential DAF-16 binding sites [9]. (B-F). Phenotypic effects of mdl-1(0). (B) Little effect on larval and adult growth. Samples sizes ranged from 23-39. (C) mdl-1(0) slightly reduces daf-2(m577) Daf-c, measured at 22.9°C. * 0.01 < p < 0.05 (Student's t test). 4 trials conducted, in which mdl-1(0) reduced dauer formation in 3. (D, E) Effect of mdl-1 and daf-2 on fertility. Number of broods scored: N2, 19; daf-2, 20; mdl-1, 17. (D) Mean total progeny and unfertilized oocytes. * 0.01 < p < 0.05, *** p < 0.001 (Student's t test). (E) Mean daily progeny and unfertilized oocyte numbers.

	Our attention was drawn to mdl-1 for several reasons. First, many genes that promote growth also promote aging [12]. Thus, growth suppressors activated by DAF-16 are candidates for downstream effectors slowing aging, and MDL-1, as a Mad TF, is a potential growth suppressor and, in fact, can suppress activated cMyc/Ras-induced cell transformation in mammalian cells [10]. Second, four mammalian Mad TFs, mad1, mxi1, mad3 and mad4, are up-regulated by FoxO3a in a human colorectal adenocarcinoma cell line [13]. Thus, regulatory interactions between FoxO and Mad show at least some evolutionarily conservation between nematodes and mammals. Consistent with this, in C. elegans mdl-1 is an activator of intestinal expression of ftn-1 (H ferritin, an iron storage protein) [14], while in mammals, Myc can repress H ferritin expression, which contributes to cell proliferation [15].

	C. elegans possesses several Max-like (mxl) genes, including mxl-1 which can form heterodimers with MDL-1 but, surprisingly, lacks Myc [10, 16, 17]. Previous RNAi screens have not detected major effects of expression knockdown of mdl-1 or mxl-1 (Wormbase.org). However, mdl-1 exerts some influence upon the germline, as follows. Loss of daf-2 inhibits lethal, gld-1-induced distal germline tumors via decreased cell division and increased DAF-16/p53-dependent apoptosis [18], and mdl-1 is a mediator of this inhibition [19]. Moreover, RNAi of mdl-1 can reduce daf-2 mutant longevity, but has little effect on lifespan in daf-2 (+)worms [6].

	In this study, we explore the possible role of mdl-1 as a downstream effector of DAF-16 in the control of aging. In particular, we detail the phenotypic effects of mutation of mdl-1. We report that mdl-1 acts as a repressor of germline hyperplasia and hypertrophy which otherwise contributes to age-related pathology in the germline.

	Results

	mdl-1(tm311) increases production of unfertilized oocytes

	To investigate mdl-1 gene function, we studied the mdl-1(tm311) mutant allele, which contains a 471 bp base pair deletion that removes exon 2 of the gene (Figure 1A). This results in a frame shift after 51/281 amino acid residues and loss of the entire bHLH domain, implying that this is a null allele. The mutation was first backcrossed 6x into the Caenorhabditis Genetics Center wild type male stock to remove possible second site mutations, and ensure a wild type background [20]. Previous work on mdl-1 and the function of Mad TFs in mammals led to several expectations about the possible effects of mdl-1(0). First, since it is a DAF-16-activated gene, it might suppress daf-2 mutant traits, e.g. constitutive dauer larva formation (Daf-c), stress resistance and increased longevity (Age). Second, since Mad TFs inhibit cell division and growth, mdl-1(0) might increase either somatic growth or germline proliferation.

	We first examined effects of mdl-1(0) on somatic development and growth in wild type and daf-2 mutant backgrounds. mdl-1(0) had no detectable effect on larval or adult growth (Figure 1B), but caused a slight reduction in constitutive dauer formation in daf-2(m577) mutants (Figure 1C). Next we probed the effects of mdl-1 on the germline, first by looking at levels of fertility. The number of progeny produced by self-fertilized hermaphrodites was not affected by mdl-1(0), either in terms of overall brood size or reproductive schedule (Figure 1D,E). As self sperm becomes depleted, N2 hermaphrodites start laying unfertilized oocytes [21]. Notably, mdl-1(0) caused a marked increase in the number of unfertilized oocytes laid, from 121 ± 15 to 219 ± 30, an 81% increase (Figure 1D). mdl-1(RNAi) applied to RNAi-sensitive rrf-3(pk1426) mutants also increased unfertilized oocyte number (data not shown).

	In daf-2(m577) mutants, progeny number was also not different to N2, but the number of unfertilized oocytes laid was significantly reduced (Figure 1D,E), consistent with previous findings [22]. For convenience, to describe this mutant phenotype we introduce the term Uno (abnormal in unfertilized oocyte production), and Uno-o, to describe mutants that are unfertilized oocyte over-producers (e.g. mdl-1), and Uno-d, to describe mutants that are unfertilized oocyte deficient (e.g. daf-2).

	mdl-1(tm311) causes germline hyperplasia and hypertrophy

	The mdl-1 Uno-o phenotype suggests increased cell production in the germline distal to the spermatheca. To test this we compared proximal gonad contents in wild type and mdl-1 animals on day 1 of adulthood. This revealed increased oocyte density, or stacking [23, 24], in mdl-1 (Figure 2A,B), implying increased oocyte synthesis. This in turn suggests increased germ cell proliferation in the distal gonad. To probe this, we examined germ cell number by staining nuclei with the fluorescent DNA-binding dye 4',6-diamidino-2-phenylindole (DAPI), but no effect of mdl-1 was detected (Figure 2C). However, an increase in the overall rate of germline cell turnover in mdl-1 mutants could leave cell number unaffected.
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	Figure 2. mdl-1 causes hyperplasia and hypertrophy. (A, B)mdl-1(0) causes oocyte stacking in 1 day old worms. (A) Nomarski images. (B) Quantitation of stacking. Sample sizes: N2, 23; mdl-1, 17. *** p < 0.001 (Student's t test). (C) No effect of mdl-1 on number of germline nuclei. p > 0.05 (Student's t test). (D, E)mdl-1 increases levels of germline apoptosis. (D) Epifluorescence images of SYTO12 stained cells in young adult hermaphrodite germline. (E) Quantitated data. Number of gonads scored: N2, 153; mdl-1, 132. *** p < 0.001 (Student's t test). (F, G)mdl-1 increases cytoplasmic streaming in the proximal gonad. (F) Single image obtained from a time-lapse recording. Arrows represent DIC-particle tracks. DIC-particles were tracked over a period of 1 minute. Scale bar: 20 μm. (G) Cytoplasmic streaming rate (mean particle speed ± standard error). 30 particle speed measurements performed for each genotype. Number of worms examined: N2, 4; mdl-1, 3. *** p < 0.001 (Student's t test). (H) Absence of effect of mdl-1(0) on gonad disintegration (25°C). p > 0.05 for all comparisons of N2 vs. mdl-1 of the same age (Wilcoxon Mann test). (I) Uterine status scale for quantitation of uterine tumor formation rate (5 classes). Class 1, normal uterus containing eggs (day 1 adult). Class 2, slightly abnormal uterine contents, but no tumor visible. Class 3, small tumor. Class 4, medium sized tumor. Class 5, large tumor, filling body cavity and squashing the intestine. Dotted line, outline of uterus. T, tumor. (J)mdl-1(0) increases uterine tumor formation (25°C), data summed from 3 trials. * 0.01 < p < 0.05 (Wilcoxon Mann test).

	If the distal proliferative zone is the source of germ cell nuclei, then the major sink is germline apoptosis. At least 50% [25] and as many as 97% [26] of germ cells undergo p53-independent, “physiological” apoptosis, their cytoplasm supplying expanding oocytes near the gonad bend. Using the SYTO 12 dye to detect apoptotic cell corpses, we found that mdl-1 mutants showed a significant increase in apoptotic cell number in the germline in 3 out of 4 trials (Figure 2D, E).

	The transfer of cytoplasm released by germ cells to nascent oocytes occurs by a process of cytoplasmic streaming (Figure 2F) [27]. We examined the effect of mdl-1(0) on the rate of cytoplasmic streaming in the mid-late pachytene region of the distal gonad, on day 1 of adulthood. Cytoplasmic streaming rate in mdl-1 worms was significantly greater than in wild type (Figure 2G). Taken together, these results suggest that an increase in production of germ cells is matched by an increase in apoptosis, resulting in little change in overall germ cell number in the distal arm. Overall, this suggests that the increase in oocyte production is driven by a hyperplastic state in the distal gonad.

	Next we studied the effect of mdl-1 on pathologies of aging in the germline. The aging hermaphrodite gonad undergoes dramatic pathological changes. The distal gonad shrivels and eventually disintegrates [28, 29], while in the uterus large, amorphous masses (tumors) with very high DNA content develop [24, 29-31]. These tumors form from unfertilized oocytes which undergo multiple rounds of endoreduplication, and can grow to fill the entire body cavity in the mid-body. Continued germline apoptosis in late life contributes to gonad disintegration, and increased apoptosis rate is sufficient to increase gonad disintegration rate (Y. de la Guardia and D. Gems, unpublished). However, despite their increased apoptosis rate (Figure 2D,E) gonad disintegration rate was not detectably altered in mdl-1 mutants (Figure 2H).

	Casual observation of mdl-1 hermaphrodites under Nomarski microscopy suggested an increase in uterine tumors in these mutants. To verify this, we used a semi-quantitative approach [28] with a uterine status scale. According to the appearance of the uterus, worms were scored from 1 (healthy, no tumors) to 5 (large tumors) (Figure 2I) (see Materials and Methods). Using this scale to compare N2 and mdl-1 mutants confirmed that uterine tumors grow significantly faster in mdl-1 worms (Figure 2J).

	mdl-1 does not mediate effects of daf-2 on germline proliferative status

	We next investigated whether MDL-1, like DAF-16, is an effector of daf-2 mutant phenotypes. We first verified that DAF-16 acts directly on mdl-1 to increase its expression, as predicted by mRNA and chromatin profiling studies [9]. Quantitative RT-PCR confirmed that mdl-1 mRNA levels are higher in daf-2 than in daf-16; daf-2 strains (Figure 3A). Chromatin immunoprecipitation and PCR (ChIP-PCR) confirmed that DAF-16 binds to the mdl-1 promoter (Figure 3B). This implies that mdl-1 expression is activated by DAF-16 binding to its promoter.
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	Figure 3. Distinct epistatic relationships between daf-2 and mdl-1 in hyperplasia and hypertrophy. (A, B). mdl-1 is a direct transcriptional target of DAF-16. (A). mdl-1 mRNA levels are increased in daf-2 relative to daf-2; daf-16 (Q-PCR data). ** 0.001 < p < 0.01. (B) DAF-16 binds to the mdl-1 promoter (ChIP-PCR data). One experiment is shown which contained 3 immunoprecipitation replicates from the same chromatin preparation (error bars show the standard deviation between them). The dotted line shows the average inputs from 3 genes/genomic regions that do not show enrichment for DAF-16 binding in daf-2 vs daf-16; daf-2 in this particular trial, i.e. it reflects background DAF-16 binding levels. Significant DAF-16 binding was detected one of two additional trials. The position of the DAF-16 binding site detected is shown in Figure 1A. (C)mdl-1, daf-2 and daf-16 epistasis analysis with respect to unfertilized oocytes production (Uno). Total unfertilized oocyte production per worm was measured at 25°C. Means of 12 broods assessed; error bars, standard error. ** 0.001 < p < 0.01; *** p < 0.001 (Student's t test). (D) Model for interactions between DAF-2, DAF-16 and MDL-1, deduced from interactions between mutations. DAF-16 promotes oocyte production in daf-2(+) worms, but inhibits it in daf-2(m577) worms. MDL-1 acts via DAF-16 to inhibit oocyte formation in daf-2(+) worms, but does not influence oocyte production in daf-2(m577) worms. (E) Resistance to 7.5 mM tert-butylhydroperoxide (t-BOOH). Sample sizes (censored values): N2, 67 [7]; daf-2(m577), 61 [8]; mdl-1, 67 [8]; daf-2; mdl-1, 70 [12]. Probability of being the same: N2 vs.mdl-1, p = 0.24; daf-2vs.daf-2; mdl-1, p < 0.001 (log rank test).

	mdl-1 mutants are Uno-o while daf-2 mutants are Uno-d (Figure 1D,E) [22], and DAF-16 activates mdl-1 expression (Figure 3A,B) [9]. This could imply that increased mdl-1 activity in daf-2 mutants reduces oocyte production. To test this we asked whether mdl-1(tm311) would suppress daf-2 Uno-d, but it did not. Instead, daf-2(m577);mdl-1 worms were Uno-d (Figure 3C), i.e. daf-2 is epistatic to mdl-1. daf-2(m577) also suppressed mdl-1 effects on oocyte stacking and uterine tumor formation (data not shown). These results negate our hypothesis that daf-2 Uno-d is caused by mdl-1 over-activity. A different model was suggested by additional epistasis data as follows. In a daf-2(+) background, daf-16 suppressed mdl-1 Uno-o, consistent with the observation that daf-16 over-expression in a daf-2(+) background can cause germline hyperplasia [32]. Thus, DAF-16 promotes oocyte production in a daf-2(+) background but inhibits it in a daf-2(m577) background (Figure 3D). Moreover, mutation of daf-16 in a daf-2; mdl-1 mutant did not restore MDL-1 Uno-o (Figure 3C). This suggests that MDL-1 suppresses the effect of DAF-16 on oocyte production in daf-2(+) worms, but plays no role in daf-2 mutants (Figure 3D).

	daf-2 mutants exhibit various forms of stress resistance, including oxidative stress resistance (Oxr) [33]. We tested whether MDL-1 contributes to daf-2 Oxr, specifically to tert-butylhydroperoxide (t-BOOH). In a wild-type background, mdl-1(0) did not affect Oxr, while daf-2(m577) markedly increased Oxr (Figure 3E). Notably, in a daf-2(m577) background, mdl-1(0) significantly decreased Oxr. This implies that MDL-1 contributes to daf-2 Oxr.

	MDL-1 contributes to daf-2 mutant longevity by reducing baseline hazard

	Next, we examined the effect of mdl-1 on aging. First we compared effects of mdl-1(RNAi) on lifespan in rrf-3 and rrf-3; daf-2(e1368) strains (25°C), and detected a reduction in lifespan only in the latter strain (data not shown), consistent with previous observations [6]. We then assessed the effect of mdl-1(tm311) on lifespan in wild-type or daf-2(m577) mutant backgrounds. mdl-1 decreased lifespan in both wild-type and daf-2 backgrounds, but the decrease was proportionally greater in the latter (Figure 4A, Table S1). This corresponded to a significantly greater mdl-1-induced increase in mortality in a daf-2 background (4.5-fold vs 1.8-fold; significant interaction term, p < 10−15, Cox proportional hazard analysis), suggesting that mdl-1 activity contributes to the daf-2 longevity increase.
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	Figure 4. Effects of mdl-1 on aging. (A) Effects of mdl-1(tm311) on lifespan (for statistics, see Table S1, combined data). (B) Effect of mdl-1 on age-specific mortality profiles. (C, D) Mortality analysis using logistic model. (C) Estimated values of logistic model parameters. (D) Probability, p, of parameters in compared genotypes being the same, holding other parameters constant.

	To further characterize the effect of mdl-1 on aging, we examined its effect on the pattern of age-specific mortality in wild-type and daf-2(m577) backgrounds.

	Aging animal populations typically show exponential increases in mortality rate, and in C. elegans this occurs in two stages, with an initial faster exponential increase and a subsequent slower exponential increase [34, 35]. We fitted mortality data to a logistic model, which contains 3 components: a baseline hazard (initial mortality rate, parameter a), a mortality increase rate (parameter b) and a late-life mortality deceleration (parameter s).

	In this analysis we wanted to probe whether mdl-1(tm311) shortens lifespan by accelerating aging or whether it could act by a life-shortening effect unrelated to aging. An effect of mdl-1 on parameters b and s would imply an effect on aging, whereas an effect on parameter a could imply a non-aging related deleterious effect. In fact, mdl-1 increased baseline hazard (a) without affecting the mortality increase rate (b) (Figure 4B-D). By contrast, relative to wild type, daf-2(m577) markedly decreased parameters b and s, while also slightly increasing parameter a. Reducing insulin/IGF-1 signaling has long been known to slow the age-related mortality rate increase [36]. In a daf-2 background, mdl-1(0) again increased baseline hazard, and had no significant effect on parameters b and s (p > 0.05) (Figure 4C,D). In summary, this analysis confirms that daf-2 increases lifespan by slowing demographic aging, while mdl-1 shortens lifespan mainly by increasing baseline hazard. That mdl-1 shortens lifespan more in a daf-2 background could imply that MDL-1 contributes to daf-2 longevity by reducing baseline hazard (see Discussion).

	Uterine tumors do not limit lifespan

	mdl-1(0) accelerates formation of uterine tumors, which frequently grow very large, filling the body cavity in the mid-body region and squashing the intestine [31]. One possibility is that uterine tumors can contribute to mortality and that increased tumor formation in mdl-1(0) mutants causes a shortened lifespan. To test this, we examined the effect of mdl-1 on lifespan in the absence of uterine tumors. glp-4(bn2) mutants have a temperature-sensitive germline proliferation defect; if raised at 15°C to L4 and then switched to 25°C, oocyte production is blocked but longevity is not increased [7]. We first confirmed that glp-4 blocks formation of uterine tumors (Figure 5A). We then compared lifespan in glp-4, mdl-1 and glp-4; mdl-1 worms. glp-4 worms were normal-lived, but both mdl-1 strains were similarly short lived (Figure 5B; Table S2).
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	Figure 5. No effect of uterine tumors on lifespan. (A) Uterine tumors are not seen in glp-4(bn2) mutants (raised at 15°C to L4 then shifted to 25°C). Uterine classes 2-5 indicate presence of tumors. Each dot corresponds to a uterine status measurement. (B)glp-4 does not suppress mdl-1 effects on lifespan (for statistics, see Table S2, trial 1). (C) FUdR suppresses formation of uterine tumors at 50μM or greater. Stars represent a significant difference to worms of the same genotype in the absence of FUdR. No significant difference in tumor levels between N2 and mdl-1 were detected at this age at any FUdR concentration. * 0.01 < p < 0.05; ** 0.001 < p < 0.01; *** p < 0.001 (Wilcoxon Mann test). (D) 50μM FUdR does not suppress mdl-1 shortevity or increase N2 lifespan (for statistics, see Table S2, trial 1). (E) Effect of mdl-1 on glp-4 longevity (for statistics, see Table S2, trial 2).

	We also blocked uterine tumor formation using the inhibitor of DNA replication 5-fluoro-deoxyuridine (FUdR), which is also commonly used to treat colorectal cancer. Application of FUdR at low concentrations (e.g. 10-25μM) from L4 stage is a convenient means to block progeny production, and has little effect on lifespan [37]. 50μM FUdR, but not lower FUdR concentrations, was sufficient to block formation of uterine tumors (Figure 5C). We then compared effects of 50μM FUdR on lifespan in wild type and mdl-1 worms, and saw no effect on lifespan in either case (Figure 5D; Table S2). These results show that accelerated formation of uterine tumors do not cause the shorter lifespan of mdl-1 worms. They also demonstrate that uterine tumors do not limit lifespan in wild type worms under standard culture conditions. This contrasts with the case of daf-16 over-expression, where life shortening is suppressed by blocking germline hyperplasia either with glp-1 or FUdR [32].

	A number of interventions that remove the hermaphrodite germline cause increased lifespan, including raising glp-4(bn2) mutants at 25°C, and this effect is daf-16 dependent [38, 39]. Notably, mdl-1(0) also reduced the longevity of glp-4 mutants raised at 25°C (Figure 5E, Table S2). mdl-1 shortened lifespan more in a glp-4 background than in a wild-type background (Table S2). This suggests that mdl-1(+) contributes to glp-4 longevity as well as daf-2 longevity.

	Evidence that mdl-1 can act in the intestine to promote longevity

	The intestine plays an important role in daf-2 mutant longevity [40], and is a site of mdl-1 expression [10]. One possibility is that mdl-1 affects intestinal protein synthesis. Mutation of daf-2 causes a global reduction in protein synthesis, which may contribute to longevity [41, 42]. In aging hermaphrodites, yolk proteins (vitellogenins) become very abundant indeed [43, 44], and this accumulation is suppressed daf-2, apparently by inhibition of protein translation in the intestine [45] where yolk is synthesized [46]. Thus, vitellogenin accumulation rate gives some indication of intestinal protein synthesis rate. However, mdl-1(0) did not alter vitellogenin accumulation, either in wild type or daf-2 mutant backgrounds (Figure 6A,B). One possibility is that mdl-1 mutants do synthesize more vitellogenin, but due to increased laying of unfertilized oocytes, this does not result in increased vitellogenin accumulation. To check this we compared sterile glp-4 and glp-4; mdl-1 worms (shifted at L4 to 25°C), but again no effect of mdl-1 was seen (Figure 6A,B).
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	Figure 6. Tests for action of mdl-1 in the intestine. (A,B) Effect of mdl-1 on yolk accumulation. (A) Example of Coomassie stained gel with C. elegans protein extracts. (B) Bar graph data is derived from densitometric measurement of protein on gels (means of 3 biological replicates; error bars, standard error). It shows levels of the major yolk protein YP170 normalized to myosin levels (which are not expected to change), and again to levels in N2 on day 1. Actin/myosin ratio gives an indication of the reliability of myosin as a standard. * 0.01 < p < 0.05; ** 0.001 < p < 0.01, compared to N2 of the same age. (C) Effects on lifespan of pges-1::mdl-1(+) rescue of mdl-1(0) (for statistics, see Table S3, trial 2).

	Next, we asked whether intestine-limited rescue of mdl-1 using the ges-1 promoter[47] would rescue mdl-1 shortevity. A transgene array from which mdl-1 was expressed using its own promoter was able to restore wild-type lifespan to mdl-1(tm311) mutants (Figure 6C; Table S3). Notably, pges-1::mdl-1 too increased lifespan in mdl-1 mutants, though the effect was smaller such that lifespan was not restored to wild type. This suggests short lifespan in mdl-1 mutants is caused by loss of mdl-1 from several sites, including the intestine. Possibly, a second site of action of mdl-1 on lifespan is the germline, given its impact on that tissue.

	The extent of loss of Myc among nematodes

	One puzzle relating to mdl-1 function is the absence of Myc in C. elegans. In mammals, the Mad/Max/Myc system works in concert with the Tor pathways to control growth [48]. C. elegans also lacks key components of the Tor pathway, including the Tsc1/Tsc2 complex [49], and 4E-BP [50] (Figure 7A). To try to understand the significance of the absence of Myc in the broader context of nematode gene loss, we tested for the presence of Myc, Tsc1, Tsc2 and 4E-BP throughout the Nematoda. It was previously noted that Myc orthologs are absent not only from C. elegans and C. briggsae, but also the filarial parasite Brugia malayi (nematode order Spirurida), and even the bilharzia parasite Schistosoma mansoni (phylum Platyhelminth) [51]. Searching the genomes of 13 nematode species, including representatives of the major nematode orders, no Myc orthologs were detected (Figure 7B). Myc was also absent from all 5 platyhelminth species examined. This implies that Myc evolved in the common ancestor of arthropods and chordates after divergence from the common ancestor of nematodes and platyhelminths, as previously suggested [51]. Thus, the Myc-less Mad-Max circuit in C. elegans appears to represent a more ancient regulatory system.
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	Figure 7. Extent of loss of Myc, Tsc1/Tsc2 and 4E-BP among the Nematoda. (A) Outline of missing elements of Tor and Myc/Max/Mad pathways in C. elegans. Green, tumor-suppressor/anti-aging; orange, oncogene/pro-aging. In brackets, proteins missing from C. elegans. (B) Presence and absence of Myc, Tsc1, Tsc2 and 4E-BP among nematodes and platyhelminths. Red, absent; dark blue, present; pink, not found; pale blue, putative but somewhat divergent 4E-BP. Not found: a caveat to this analysis may be the incompleteness of the genomic sequences of some of these species with draft assemblies being available for G. pallida and H. contortus and only contigs available for T.muris. (C) Phylodendrograms of Tsc1 and Tsc2 sequences for nematodes and other animal groups. Note that species and sequence phylogenies correspond.

	By contrast, both Tsc1/Tsc2 and 4E-BP were found in several nematode groups but were absent from many others, in a pattern indicating that each gene has been lost several times during nematode evolution. For Tsc1 and Tsc2, gene loss was correlated, i.e. both genes were either present or absent. There was no correlation between loss of Tsc/Tsc2 and 4E-BP: nematode species exist with Tsc1/Tsc2 but lacking 4E-BP and vice versa. The distribution of Tsc1/Tsc2 is surprising in that most nematode and all platyhelminth groups lack this complex, apart from spirurid nematodes, and two rhabditid species. Sequence comparisons of Tsc1 and Tsc2 protein sequences from nematodes and other animal groups is consistent with multiple instances of gene loss (rather than horizontal gene transfer) (Figure 7C).

	Discussion

	In this study we have shown that MDL-1 acts as an inhibitor of germline proliferation, and of oocyte hypertrophy, thereby inhibiting a salient aging-related pathology (uterine tumors). These properties of mdl-1 mutants recapitulate effects of Mad TFs in mammals, e.g. mice lacking the Mad TF Mxi1 show hyperplasia in a number of tissues (e.g. prostatic epithelium), and are tumor prone [52]. We also confirm that MDL-1 inhibits aging, consistent with the observed association between tumor suppressors and inhibition of aging [53, 54].

	Does mdl-1 act downstream of daf-16?

	Our initial hypothesis was that activation of mdl-1 expression by DAF-16 contributes to daf-2 longevity. The results of analysis of mdl-1 expression (Figure 3A,B) and the effects on lifespan of mdl-1(tm311) (Figure 4A) are consistent with this hypothesis. We also noted that mdl-1 and daf-2 have opposing effects on the germline: mdl-1(0) causes Uno-o, increased oocyte stacking and increased uterine tumors (this study), while mutation of daf-2 has opposite effects [22, 29]. This suggested that the effects of daf-2 on the germline might be mediated by mdl-1. However, epistasis analysis shows that this is not the case for oocyte production (Figure 3C). Instead mdl-1 appears to have no effect on the germline in daf-2 mutants, but to inhibit promotion of germline proliferation by DAF-16 in daf-2(+) worms (Figure 3D).

	Does mdl-1 affect aging?

	The life-shortening effect of mdl-1(0) is mainly the result of increased base-line hazard (Figure 4B-D). This could imply that mdl-1(0) does not affect aging but, rather, shortens lifespan by causing a pathology that is distinct from aging. In similar fashion, a comparison of mortality in two groups of people during the 1940s, either in Australia or interned by the Japanese, showed increased base-line hazard but not increased demographic aging in the latter [55]. It is interesting to consider whether this necessarily means that the effect of mdl-1 on lifespan does not involve an effect on aging. The impact of mdl-1(0) on lifespan is greater in a daf-2 background, suggesting that MDL-1 does contribute to daf-2 longevity, i.e. that mdl-1 does affect aging. Arguably, the critical point here is that something that affects demographic aging necessarily affects biological aging, while something that affects base-line hazard may or may not affect biological aging. In other words, the biological process of aging is not always the same thing as demographic aging.

	One working definition of biological aging is the set of endogenously generated pathologies that increase in later life [56]. In principle, interventions that reduce one or more age-related pathology (i.e. part or all of aging) could increase lifespan by reducing base-line hazard, demographic aging, or both. One possibility is that the wider the spectrum of age-related pathologies that an intervention suppresses, the more likely will a reduction in demographic aging be seen. In conclusion, mdl-1(0) may or may not affect aging. Its greater effect on daf-2 could imply that it does; however, an alternative possibility is that mdl-1(0) causes a pathology that is distinct from those seen during aging, and that daf-2(-) slightly increases the severity of this pathology, or increases its effect on mortality.

	Where and how does mdl-1 act to impact lifespan?

	The phenotype of mdl-1(tm311) mutants demonstrates that MDL-1 acts as a repressor of growth and proliferation in the germline. This is consistent with the role of Mad TFs as repressors of growth and proliferation in mammals [11]. A long-standing hypothesis about aging is that it is caused by molecular damage, but more recently it has been suggested that aging is caused by the run on of developmental and reproductive processes in late life, leading e.g. to pathological hyperplasia, hypertrophy and atrophy [57-59]. The action of MDL-1 as a DAF-16-activated suppressor of growth is broadly consistent with this model.

	The mdl-1 mutant phenotype also suggests that this gene may affect lifespan through its effects on the germline. One possibility is that over-production of oocytes or increased formation of uterine tumors per se cause a decrease in lifespan. However, our findings argue against this: suppression of these effects in mdl-1 mutants using glp-4 or FUdR does not suppress the life-shortening effects of mdl-1(0) (Figure 5B,D). A second possibility is that mdl-1(0) affects signaling from the germline; removal of the germline can extend lifespan, and this effect is daf-16 dependent [39]. Consistent with this possibility, mdl-1(0) shortens lifespan somewhat more in long-lived germlineless glp-4 mutants than in otherwise wild-type worms (Figure 5E).

	Another possible site of mdl-1 action on lifespan is the intestine, which plays a significant role in the control of aging [40], and where mdl-1 is expressed [10]. Notably, intestine-limited rescue of mdl-1(+) in otherwise mdl-1(0) worms was sufficient to modestly increase lifespan. However, how mdl-1 acts in the intestine remains unclear. Mutation of daf-2 increases intestinal expression of ftn-1, which encodes the iron storage protein ferritin. This increase is wholly daf-16 dependent and partially mdl-1 dependent [14]. Free iron is required for growth (e.g. ferroprotein synthesis) but also generates oxidative stress. Thus, increased activity of MDL-1 in daf-2 mutants might retard intestinal aging as part of a program of suppression of protein biosynthesis. However, we did not detect an effect of mdl-1 on accumulation of the most abundant protein class in C. elegans hermaphrodites, the vitellogenins (Figure 6A,B), which are synthesized in the intestine [46]. However, it remains possible that other aspects of protein synthesis are reduced by mdl-1.

	Alternatively, mutation of mdl-1 might increase levels of free iron in the intestine, perhaps accelerating aging by increasing oxidative damage, as suggested by the free radical theory. Consistent with this, mdl-1(0) partially suppress daf-2 Oxr (Figure 3E), suggesting that MDL-1 promotes Oxr in daf-2 mutants. However, mdl-1(0) alone did not affect Oxr; moreover, free iron levels appear to have little effect on aging under standard culture conditions [60]. More broadly, a range of studies suggest that oxidative damage is not a central determinant of aging, particularly in C. elegans [61, 62]. Together, these findings suggest that the intestine is one of several sites of action of mdl-1 on lifespan.

	The significance of uterine tumors in C. elegans

	The oocyte-derived growths in the C. elegans uterus have been noted in previous studies and referred to as ‘tumor-like’ growths [30], masses [24] and oocyte clusters [29]. Dictionary definitions of the word tumor vary, but in the common understanding of tumor, as in “a growth — a mass of tissue — that has no function” [63], these entities are tumors, hence our use of the term in this study. Arguably, C. elegans uterine tumors are both different and similar to mammalian cancer. It seems likely that C. elegans uterine tumors result from aging-associated overgrowth rather than mutations in oncogenes or tumor suppressor genes. But much of mammalian cancer, like worm uterine tumors, is part of the aging process. While it is clear that aging and cancer are associated, the relationship between the two remains unclear. One possibility is that aging results in changes in tissue microenvironment, e.g. due to senescent cell accumulation, that create more permissive conditions for cancer growth [64]. Aging-related tumors can occur even in the absence of transforming mutation, as in benign prostatic hyperplasia (BPH). We postulate that C. elegans uterine tumors, like BPH, exemplify the non-mutationally driven component of aging-associated cancer.

	The regulatory network within which mdl-1 might function

	In mammals, Mad TFs act antagonistically to Myc TFs, which promote the cell cycle, growth and apoptosis, and reduce H ferritin expression [11, 15]. Consistent with this, MDL-1 inhibits germline growth and apoptosis (this study), and activates ftn-1 expression [14]. Moreover, in mammals over-expression of Myc can induce endomitosis and cause increased ploidy [65], often seen in tumors, and also in senescent cells [66, 67], while MDL-1 antagonizes growth of uterine tumors formed from endomitotic oocytes (this study). Thus, MDL-1 in C. elegans behaves as one would expect of an antagonist of Myc – which is perhaps surprising given that C. elegans does not possess Myc. Indeed, Myc appears to be absent from the entire Nematode phylum (this study) [51].

	In mammals, the Tor pathway and Myc TFs work in concert to control protein synthesis. Myc TFs activate expression of translational machinery genes, including eIF4E, eIF4A and eIF4G, which are components of the eIF4F complex that promotes translational initiation [48]. C. elegans lacks many genes that are present in other animal phyla [68], which can limit its usefulness as a model organism. Besides Myc, this also affects the worm Tor pathway, which lacks several key proteins,notably Tsc1/Tsc2 and 4E-BP. Thus, C. elegans possesses what appears to be a different version of the IIS/Tor/Mad network of higher animals. To fully understand the worm network requires understanding these differences.

	Several interpretations have been made of the absence of Myc in C. elegans. First, that it reflects the relatively restricted C. elegans cell proliferation program [10]. Second, that in C. elegans the Myc role is played by a different bHLH TF, for example MML-1 (Myc and Mondo-like 1) [16]. However, arguing against this interpretation, MML-1 resembles Mondo rather than Myc, it dimerizes with MXL-2 while MDL-1 dimerizes with MXL-1, and deletion of mxl-2 has only minor phenotypic effects (abnormal migration of ray 1 precursor cells in the male tail), and does not affect e.g. growth or lifespan [16].

	Another possibility is that the Myc-less Mad-Max circuit ensures rapid growth, i.e. the nematode machinery for protein translation is, in the absence of DAF-16 and MDL-1, constitutively active. Consistent with this, Tsc1/Tsc2 and 4E-BP, which both antagonize growth, are absent from C. elegans, and most other nematodes (Figure 7B). Notably, in Drosophila, inhibition of growth resulting from reduced Tor kinase activity (e.g. by over-expression of Tsc1 and Tsc2) can be rescued by overexpression of dMyc [69]. An intriguing detail is the presence of Tsc1/Tsc2 in several spirurid nematodes (Figure 7B, Table S4); notably this group includes the longest lived nematode species known, e.g. the maximum lifespan of adult Loa loa is at least 20 years [70]. Another possibility is that the growth inhibitory functions of Tsc1/Tsc2 and 4E-BP have been taken over by DAF-16/FoxO, which is a major regulator of protein synthesis in C. elegans [41, 42, 45]. Thus, perhaps DAF-16 suppresses growth in soma and germline, while MDL-1 suppresses growth in the germline alone.

	Conclusions

	These results confirm that the Mad TF MDL-1 contributes to the daf-2 longevity phenotype, and reveal a major role in inhibition of germline growth and reduction of uterine tumor development. They also suggest a role for intestinal MDL-1 in longevity assurance. The action of mdl-1 as a DAF-16 activated gene that inhibits growth is broadly consistent with the possibility that the effects of insulin/IGF-1 signaling and DAF-16 on aging are a function of their effects on growth.

	Materials and Methods

	C. elegans culture and strains

	Worms were cultured as previously described [71], at 20°C unless otherwise stated. Nematode strains used include N2 (wild type), DR1567 daf-2(m577)III, SS104 glp-4(bn2)I, GA1200 mdl-1(tm311)X (6X out-crossed), GA91 daf-16(mgDf50)I; daf-2(m577), GA1204 daf-2(m577); mdl-1(tm311), GA1208 daf-16(mgDf50); daf-2(m577); mdl-1(tm311), GA1226 daf-16(mgDf50); mdl-1(tm311), GA1230 glp-4(bn2); mdl-1(tm311),GA1604 mdl-1(tm311); wuEx267[mdl-1 + rol-6(su1006)], GA1605 mdl-1(tm311); wuEx268[pges-1::mdl-1 + rol-6(su1006)]. Primers to identify mdl-1(tm311) were atggaacagcaactcaaccttgg and ttaaacttggaggttgattggcaag, and heterozygotes aatgatgtgatctcgggctcg. Primers to genotype daf-16(mgDf50) were as described [72].

	Strain construction

	Multiple mutant strains were generated using standard genetic and molecular methodologies. Strains carrying mutations on the X chromosome (e.g. mdl-1(tm311)) were crossed with N2 males to generate hemizygous mutant males which were mated with L4 hermaphrodites of the strain carrying the second mutation of interest. F1 offspring were picked, and allowed to self-fertilise and 80 F2 were picked, allowed to lay eggs overnight, lysed and stored at −20°C. Genomic deletions were identified using PCR. In the presence of the temperature sensitive daf-2(m577) allele, F1 animals were shifted to 25°C to select for dauer formation in the F2, dauers were picked and left to recover at 15°C to lay eggs, the F2 were lysed and tested for deletions. The daf-16(mgDf50); daf-2(m577); mdl-1(tm311) triple mutant was constructed by mating daf-16; daf-2 males with daf-2; mdl-1 hermaphrodites. The F2 generation was cloned, lysed and offspring raised at 25°C. daf-16(mgDf50) homozygotes in the F3 were initially identified as non-dauer formers, and mdl-1(tm311) homozygotes identified by PCR.

	mdl-1 transgenic lines were created by microinjection using PCR products and PCR fusion [73]. Primers used to make GA1604 were aaattgcacatgcagagacg and gaaagatacggaaggtgtgc. Primers used to make GA1605 were ttgtctattggtatggctgc; ggttgagttgctgttccattacaaggaa tatccgcatctg; gcgctaccaataaggctaag; aatggaacagcaactc aacc; gaaagatacggaaggtgtgc; and tttacaacacgatccacacg.

	Staining protocols

	To quantify germ cell number, nuclei were stained using DNA-binding dye 4',6-diamidino-2-phenylindole (DAPI). Animals were fixed in methanol, washed with M9 buffer and incubated in the dark in a 500ng/μl DAPI solution for 30 min. Thereafter they were washed again in M9 buffer. To quantify the number of apoptotic cells in living animals, nematodes were stained with SYTO 12 Green Fluorescent Nucleic Acid Stain (Molecular Probes). The animals were incubated in the dark in a 33μM SYTO 12 solution for 4 hr, and then placed on an OP50 lawn for 1 hr.

	Quantitative RT-PCR and chromatin immunoprecipitation PCR (ChIP-PCR)

	RT-PCR and ChIP-PCR were performed largely as previously described [9, 74]. Primers for RT-PCR amplification from mdl-1 mRNA were cccgtttgcgtgtcattgt and atggattgtgagagtgttgagaat. Primers for ChIP-PCR of an mdl-1 promoter region (Figure 1A) were ccccctcgttttctccatgt and gccgctcgctccaatg.

	Microscopy

	Freshly prepared agar pads were created by dropping 35μl of 2% agarose onto a glass slide. Worms were anaesthesised using 5μl 0.2% levamisole. Nomarski microscopy was performed on a Zeiss Axioskop2 plus microscope with a Hamamatsu ORCAER digital camera C4742-95. Images were acquired using Volocity 5.5 software, with 10x eyepieces and a 40x objective lens. For body size measurements, worms were synchronized and hatched overnight in M9 buffer. The next day, ~30 worms per strain were imaged, and the remainder cultured on OP50 and thereafter imaged consecutively for 6 days. Volocity 5.5 was used to quantify the length of the worm from head to tail and the width across the pharyngeal-intestinal valve region.

	Uterine tumor scoring system

	Uterine status was scored from 1 to 5, where scores of 3-5 indicates the presence of a tumor. Class 1 denotes a normal, youthful uterus containing fertilized eggs and/or unfertilized oocytes of normal appearance. Class 2 denotes a uterus whose contents appear somewhat abnormal, but without a clear increase in size. Class 3 denotes a uterus containing a small tumor. Class 4 denotes a uterus containing a medium sized tumor, that does not fill the body cavity in the mid-body region. Class 5 denotes a uterus where the tumor is large, and fill the entire body cavity in the mid-body region, and even causes distension of the body wall. For the scoring, the tumor images was randomised, and the scoring was performed blinded by 3 different scorers. The non-parametric Wilcoxon test was used to compare tumor classes between worm strains and within the same strain on day 1 and day 4. The analysis was performed using the statistical programme JMP 9 (SAS Institute Inc.)

	Fertility measurements

	Brood sizes were assayed as previously described [22]. Briefly, 10-12 L4 hermaphrodites, raised at 20°C were cloned on individual plates, shifted to 25°C and transferred daily for 7 days. Plates were incubated at 20°C for 24 hr to allow offspring to hatch and then larvae, unfertilized oocytes and dead eggs were scored.

	Yolk level measurements

	For each test sample, 50 hermaphrodites at day 1 and 4 of adulthood were transferred into an Eppendorf tube filled with 1 ml M9 buffer. Worms were spun at 800 rpm for 2 min and supernatant removed, leaving 25 μl. Then 25 μl of 2x Laemmli buffer (Sigma) was added, and samples incubated at 70°C for 15 min, vortexed every other minute and then shifted to 95°C for 5 min. Lysates were centrifuged at 13,000 rpm at 4°C for 15 min. 20 μl of each sample was loaded onto a Criterion XT Tris-Acetate gel. The gel was run at 200V in SDS-PAGE chamber with 1x 3-(N-morpholino) propanesulfonic acid (MOPS) buffer for 45 min. The gel was fixed in methanol, acetic acid and ultrapure water in ratio of 50:10:40 for 30 min. The fixing solution was then discarded and replaced with Coomassie fixation solution (50:3:40:10 methanol: Coomassie stock solution: ultrapure water: acetic acid). 12.0 g of Brilliant Blue R-250, 300 ml methanol and 60ml acetic acid were used to prepare Coomassie stock solution. The gel was incubated overnight in destaining solution (45:10:45 methanol: acetic acid: ultrapure water). Protein bands on the gel were visualised by a Image Quant GE Healthcare scanner system connected to a computer, and analysed by ImageQuant software with which densitometry was performed. Each experiment was done in triplicate.

	Lifespan measurements

	These were conducted as previously described [22]. Briefly, 5 plates per condition were seeded with OP50 2 days before the start of the experiment. 10 μM FUdR was topically applied before beginning the trial. Animals were raised at 20°C, or for assays including glp-4(bn2) mutants, animals were raised at 15°C and switched to 25°C at L4 stage. All animals were transferred to fresh plates on day 5 and 10. Deaths were scored and losses due to causes other than death were censored. Lifespan data were deposited in SurvCurv [75] .

	Dauer formation measurement

	Dauer formation was assessed at 22.9°C as previously described [22]. Briefly, 12 L4s were picked and raised to adulthood at 20°C for 2 days. These gravid adults were then placed on 35mm plates to lay eggs for 6 hrs at the test temperature, after which the adults were removed and the larvae were allowed to develop at the test temperature. Dauers and normal larvae were scored 72 hr after the midpoint of the egg lay and the percentage dauer formation was calculated by dividing the number of dauer larvae by the total number of offspring.

	Oxidative stress resistance

	1 day old adults were tested for resistance to 7.5 mM tert-butylhydroperoxide (t-BOOH) as previously described [33]. Briefly, L4 animals were picked from mixed stage plates raised at 20°C, then shifted to 25°C overnight. NGM agar was supplemented with 7.5 mM t-BOOH and the plates were left to dry overnight. The next day, each plate was supplemented with a blob of densely grown OP50, and 15 young adults were added per plate. The trial was conducted at 25°C and animals were scored every 2 to 3 hr until the last animal had perished.

	Bioinformatics

	Myc, Tsc1, Tsc2 and 4E-BP orthologs were sought by local alignment searches of the 4 protein sequences to the gene models in Mus musculus using BLASTP searches. Since not all genomes were available in WormBase, orthologs for the parasitic helminths (B. xylophilus, E. granulosus, E. multilocularis, T. solium, H. microstoma, S. mansoni and S. japonicum) were derived from GeneDB. Orthologs for G. pallida, H. contortus, O. volvulus, S. ratti and T. muris were sought using the data available on the Sanger Institute Resources. Orthologs to T. muris were sought by local alignment searches of the 4 genes to contigs, using a “protein versus translated DNA” a TBLASTN search. Finally, orthologs of P. pacificus were sought among the gene predictions available from www.pristionchus.org. Multiple sequence alignments of the Tsc1/2 protein sequences were done using MUSCLE [76]. All trees were constructed and visualised as previously described [74].

	Statistical analysis

	Lifespans were analysed using the Cox Proportional Hazard method with the Efron approximation for ties of the survival package in R. The logistic mortality models were fitted to the lifespan data and parameter difference tested using the Survomatic R package. The body sizes were analysed using a linear regression model taking into account the trial as random factor in R. The Wilcoxon Mann test was used for tumors and the brood sizes were compared using a standard Student's t Test.
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	Abstract

	The life span (Hayflick limit) of primary mouse embryo fibroblasts (MEF) in culture is variable but it is still unclear if the escape of the Hayflick limit is also variable. To address this point MEF were expanded every fifteen days (6T15) instead of every three days (6T3) until they became immortal. With this protocol MEF lifespan was extended and immortalization accordingly delayed. By testing a panel of genes (p19ARF, p16, p21) and miRNAs (miR-20a, miR-21, miR-28, miR-290) related to primary MEF senescence, a switch of p21 from up to down regulation, the down regulation of specific miRNAs as well as a massive shift from diploidy to hyperdiploidy were observed in coincidence with the resumption of cell proliferation. Collectively, these data indicate that the inactivation of genes and miRNAs, important in controlling cell proliferation, might be determinant for the escape from the Hayflick limit. In support of this hypothesis was the finding that some of the down regulated miRNAs transfected in immortalized MEF inhibited cell proliferation thus displaying a tumor suppressor-like activity.

	Introduction

	The Hayflick limit of primary mouse embryo fibroblasts (MEF) is variable since the growth conditions can either reduce or extend it [1-3]. We have reported that primary MEF expanded every three days (6T3 protocol) underwent four population cell doubling and thereafter cell proliferation was fully abolished and SA-β-gal+ cells induced [4]. However it is known that MEF senescence can be induced prematurely, before the end of the physiological lifespan, by cellular stresses such as the over expression [5] or down regulation [6] of single oncogenes and DNA damaging drugs [7-9]. Recently, it has been reported that miRNAs are involved in senescence of MEF as well as of human diploid fibroblasts [10,11].

	An unsolved question is which cells are able to escape the in vitro lifespan limit. So far, the molecular characterization of immortalized MEF cell lines has shown that functional silencing of either the INK4a/ARF locus [12] or p53 [13] appears necessary to bypass senescence. A recurrent concept is that mutational events occurring in culture have a key role. If mutations confer a proliferative advantage, mutated cells can bypass the in vitro lifespan limit and rapidly replace the existing population [14,15]. According to this view, the time spent in culture should affect immortalization. We modified the 6T3 expansion protocol of primary MEF [4] by lengthening the interval between passages (15 days versus 3 days) and reiterating it until MEF became immortal. Here we report that: i) the life span was extended up to 8 population cell doubling and immortalization was consequentially delayed; ii) p21 down regulation marks the switch from primary to immortalized MEF; iii) deregulation of genes and miRNAs which control cell proliferation pathways correlate with the immortalization process; iv) down regulated miRNAs can behave as tumor suppressors.

	Results

	1. The pro senescence axis p53/p21 is disrupted in immortalized MEF

	To investigate the relative importance of the time in culture versus the number of population cell doubling in the MEF immortalization process we modified the split time. MEF p0 (passage 0) were thawed, and expanded to obtain MEF p1. Thereafter MEF p1 were collected, diluted at the appropriate concentration (6x105) and grown for 15 days with a medium change every three days (6T15 protocol), before the next trypsinization and expansion. The 6T15 protocol was reiterated 10 times for a total of 150 days in culture. During the first three passages a reduced number of population cell doubling was observed; afterwards a population of proliferating MEF emerged, which rapidly increased (p5) and replaced the preexisting cell population (p10) (Fig. 1A). At the molecular level we found that both p19ARF and p16 were progressively up regulated during passages (with respect to the spontaneous level of MEF p0) (Fig. 1B). Vice versa the expression of p21 was biphasic: while it was up regulated till p3 it decreased thereafter with a clear switch toward under expression at p6 (Fig. 1B,C). As p21 is under the direct control of p53, a disruption of the p53/p21 axis can be hypothesized at the basis of immortalization.
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	Figure 1. Characterization of MEF under 6T15 propagation regimen. (A) Proliferation curve of MEF expressed as cell doublings per passage. (B) Quantification of p19ARF, p16 and p21 transcripts per passage (each point represent one passage) normalized to that of MEF at passage 0. (C) p21 protein level at the various passages. The value reported under each lane represents the average of two independent experiments.

	2. Genome stability and miRNA signatures are modified in immortalized MEF

	The down regulation of p21 strongly suggests a loss of p53 activity. In accordance with the hypothesis, FACS analysis showed that while the DNA content distribution curve per cell of MEF p1 and MEF p5 were very similar and typical of diploid cells (Fig. 2A) a massive shift toward cells with higher DNA contents was observed in MEF p6 (Fig. 2B). Hyperdiploid cells, which emerged from diploid primary MEF, are indicative that genomic stability, controlled by p53 [16-18], is lost. It is of note that a stable hyperdiploid cell population is selected within four passages (p6-p10) (Fig. 2C). To strengthen the hypothesis of a functional loss of p53, in parallel we determined the expression profiles of p53 and of miR-34a directly controlled by p53. We found that p53 mRNA (Fig. 2D) and protein levels did not significantly change up to p6 (Fig. 2E); conversely miR-34a appears to increase till p4, starts to decrease at p5 to become markedly down regulated at p6 (Fig. 2D) reinforcing the idea that p53 becomes non-functional.
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	Figure 2. MEF immortalization is characterized by a p53-dependent events. DNA content profile per cell at p1/p5 (A), p5/p6 (B) and p6/p10 (C). (D) Fold change of miR-34a and p53 transcripts at various passages normalized to that of MEF at passage 0. (E) p53 protein level at the various passages. The value reported under each lane represents the average of two independent experiments.

	3. The senescence related miRNAs are down regulated in immortalized MEF

	As the p53/p21 axis of primary MEF was disrupted in immortalized MEF, we investigated whether the time course of the signatures of miRNAs related to either premature (miR-20a [19]) or replicative (miR-21, miR-28 [20], miR-290 [4]) primary MEF senescence were also modified. The analysis showed that while miR-20a and miR-290 were down regulated till p6 (Fig 3A) miR-21 and miR-28 were up regulated. It is worth noting that the up regulation of miR-21 and miR-28 is in agreement with findings in MEF replicative senescence, while miR-290 down regulation is the opposite of previous observations because we have shown that miR-290 steadily increased when either spontaneous or nocodazole-induced MEF G1 blocked tetraploid cells were present [4]. For that, we examined the cell cycle of p1-p5 MEF. We found that under 6T15 protocol no significant accumulation of G2/M cells was observed (Fig. 3B) suggesting that the failed accumulation of G2/M cells was responsible for the lack of miR-290 up regulation. The miRNA signatures changed markedly after p6: while miR-20a and miR-290 remain down regulated, although to a lesser extent, miR-21 and miR-28 switched from up to down regulation (Fig. 3A). These data suggest that the deregulation of these two senescence related miRNAs, besides miR-34a, is involved in MEF immortalization.
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	Figure 3. The re-expression of miRNAs down regulated in immortalized MEF reduces cell proliferation. (A) Quantification of miR-20a, miR-21, miR-28, miR-290 and miR-34a per passage normalized to that of MEF at passage 0. Dashed lines indicate the transition from passage 5 to 6. (B) Cell cycle phase distribution (%) of MEF from p1 to p5. (C) Population cell doubling of immortalized MEF after transfection of miR-NC, miR-20a, miR-21, miR-28, miR-290 and miR-34a. Each bar represents the mean ± SD of three biological replicates (*=p<0.05). (D) Expression of ASF/SF2 protein in primary (p3 and p5) and immortalized (p10) MEF. The value reported under each lane represents the average of two independent experiments. (E) Expression of ASF/SF2 after the transfection of immortalized MEF with either miR-NC or miR-28. The value reported under each lane represents the average of two independent experiments.

	4. The transfection of the down regulated miRNAs reduces the proliferation of immortalized MEF

	To investigate if the deregulated miRNAs play an active role in the immortalization, immortalized MEF (p10) were transfected with miR-21, miR-28 and miR-34. In addition we tested miR-20a and miR-290 whose expression was not affected by the immortalization. The proliferation data showed that miR-20a and miR-290 did not affect cell proliferation as expected, the down regulated miR-28 and miR-34 significantly reduced the proliferation of immortalized MEF with similar efficiency, while miR-21 did not inhibit cell proliferation (Fig. 3C). These data indicate that the re-expression of miR-34a and miR-28 (and consequently of their controlled pathways) was sufficient to reduce the proliferative rate of immortalized MEF and suggest that miR-28, like the tumor suppressor miR-34a, could have a tumor suppressor activity.

	5. MiR-28 behaves as tumor suppressor miRNA

	It is well known that miR-34a has a widespread tumor suppressor activity [21,22]. We show that it behaved as such in immortalized MEF as its re-expression inhibits cell proliferation, probably by partially restoring the p53 pathway. Interestingly miR-28, as far as we know, is not directly linked to the p53 controlled pathways. We have previously reported that in primary MEF miR-28 targets the proto-oncogenic splicing factor ASF/SF2 and that in turn miR-28 over-expression induces both apoptosis and senescence of primary MEF via ASF/SF2 down regulation [20]. This prompted us to verify the expression of ASF/SF2 in primary and immortalized MEF. As expected the expression of ASF/SF2 was higher in immortalized than in primary MEF (Fig. 3D) suggesting a possible post transcriptional control of miR-28 on ASF/SF2 expression. To confirm the hypothesis, we transfected immortalized MEF (p10) with miR-28 and found 50% reduction of ASF/SF2 expression (Fig. 3E), suggesting that miR-28 control cell proliferation by targeting ASF/SF2. These results strengthen the idea that miR-28 has a tumor suppressor-like activity and might be suitable to be tested in tumor cell lines defective in miR-28 content.

	Discussion

	The in vitro life span defines the number of population cell doubling which primary cells can undergo in culture. We have reported that MEF under the 6T3 expansion regimen were able to undergo four population cell doubling before achieving senescence. In this work we reported that by modifying the propagation regimen and growth conditions (6T15 protocol) MEF slowed down without reaching a complete cell proliferation block and restarted proliferation after about eight population cell doubling (passage 3). These results suggest that activation of p53 with the consequent induction of p21 in this case may favor proliferation arrest rather than senescence as previously described [23]. Interestingly the in vitro life span of MEF was extended both in terms of population cell doubling and in terms of days in culture, in keeping with the hypothesis that p53 activation, by inducing quiescence rather than senescence may increase the cell life span [24]. The immortalization process is delayed accordingly, suggesting that it does not strictly depend on the number of cell doubling or the time that the cells spend in culture (45 culture days in this case).

	The spontaneous immortalization of primary MEF has been attributed to either the inactivation of p53 or the loss of the INK4a/ARF locus (p19ARF, p16) [25], two loci strictly related to cell proliferation. In this work we found that both loci were transcribed and translated during passages whereas p21 shifted from up to down regulation after p5. As p21 expression is mostly p53 dependent we argued that despite p53 continued to be expressed, it may not be functional any more. In support of this conclusion are the down regulation of the p53 dependent miR-34a and the loss of genomic stability revealed by the massive appearance of hyperdiploid cells [16-18]

	A recurrent concept is that immortalization is due to mutations induced by DNA damage occurring during the population expansion [14]. The loss of p53 activity found in immortalized MEF could be due to either point mutation or loss of one allele which appears to be sufficient to alter cell growth [15]. In any case the sharp increase of cell proliferation suggests that the immortalization process is caused by the concomitant alteration of multiple pathways. We found that the expression of miR-20a, miR-21, miR-28 and miR-290, all involved in MEF senescence, were deregulated in coincidence with p21 down regulation and increase of cell proliferation. As a high number of genes are potentially targeted by one miRNA [26], we argued that the deregulation of these miRNAs could be in part responsible for the absence of cell proliferation control characteristic of immortal cells. In particular we demonstrate that by replacing miR-28 and miR-34a, under expressed in immortalized MEF, cell proliferation was reduced suggesting that both miRNAs are implicated in immortalization. Evidence in support of an anti proliferative role of miR-28 is already available. We have shown in primary MEF that miR-28 targets the proto-oncogene ASF/SF2, a splicing factor involved in the alternative splicing of many transcripts [27,28] and its over expression induces apoptosis and senescence by down regulating ASF/SF2 [20]. Our results demonstrate that also in immortalized MEF miR-28 targets ASF/SF2 suggesting that its tumor suppressor activity is due to ASF/SF2 inhibition, although other targets cannot be excluded.

	The fact that the replacement of miR-28 in immortalized MEF reduced cell proliferation to the same extent as miR-34a further strengthens the hypothesis that miR-28 represents a novel TS miRNA. MiR-34a is a well known TS miRNA able to inhibit cell proliferation of a wide range of tumor cells [21,29-31] as well as of human fibroblasts which extend their replicative capacity when treated with miR-34a antisense [32]. Conversely miR-290 and miR-20a involved in culture and stress induced senescence of primary MEF were not able to inhibit proliferation of immortal MEF in keeping with the idea that miRNAs behave differently in different cellular context [33]. In conclusion the delayed immortalization obtained with this protocol implies that point mutations; due to DNA damage accumulated during population expansion [14], are not the only molecular events at the basis of immortalization. The most notable feature which marks the immortalization process is the drastic p21 down regulation possibly due to p53 functional inactivation. Associated to the sudden down regulation of p21 was the induction of hyperploidy, suggesting that genomic instability and/or epigenetic changes are also responsible for the immortalization process. Interestingly, the switch of p21 expression was accompanied by the change of the signature of miRNAs related to MEF senescence, including the p53-dependent miR-34 and miR-28 [20]. In particular, the down regulated miR-28, behaved as a TS miRNA, when transfected in immortalized MEF, analogously to the well known TS miR-34a, indicating that the comparison of the miRNA signature of primary versus immortalized cells could allow the identification of novel miRNAs with potential tumor suppressor-like activity.

	Materials and Methods

	Reagents

	miRNeasy mini kit, QuantiTect Reverse Trascription Kit, miScript Reverse Transcription Kit, miScript SYBR Green PCR Kit (QIAGEN, Milano, Italy); Dulbecco's Modified Eagle Medium-High Glucose (D-MEM-HG), foetal bovine serum (FBS) (Invitrogen, CA, USA); LightCycler 480 Probes Master, Universal ProbeLibrary LNA Probes; LightCycler 480 SYBR Green I Master (Roche Diagnostic, Mannheim, Germany); X-Gal (5-bromo-4-chloro-3-indolylb-D-galactoside); propidium iodide, anti-α-tubulin (Sigma-Aldrich Corporation, Missouri, USA); anti-p21 (Santa Cruz Biotechnology, Inc.); ECL, Hybond-C extra membranes (Amersham); anti-p53 (Cell Signaling Technology). The anti-ASF/SF2 was a gift of Dr. Adrian Krainer. MiR-20a, miR-21, miR-28, miR-34, miR-290 and miR-NC (negative control) (GenePharma Shanghai, China)

	Cells and culture conditions

	MEF were isolated from 13.5d mouse embryos, expanded and then replated every three days (6T3 protocol). For 6T15 protocol MEF p1 were collected, diluted at the appropriate concentration (6x105) and grown for 15 days with a medium change every three days, before the next trypsinization and expansion. MEF were grown in Dulbecco's Modified Eagle Medium-high glucose (DMEM-HG)-10% FBS at 37°C in a humidified atmosphere containing 6% CO2.

	Cell proliferation

	Cell proliferation was measured as number of population cell doubling per passage (CD= ln(Nf/Ni)/ln2) where Nf is the final number of collected cells (day 3) and Ni the initial number of seeded cells (day 0).

	MiRNAs transfection

	Immortalized MEF (p10) were seeded at cell density of 1.0x105 per 30 mm diameter dish. After 24 hours cells were transfected with either miRNAs under test or a double-stranded oligonucleotide, named miR-NC. Briefly, 15 μl Optimem and 25 μl transfection buffer plus 80 nM miRNA were mixed with a solution of Gene Silencer (5 μl) plus Optimem (25 μl). After 15 minutes incubation, Optimem was added up to 800 μl. After 6 hours the medium was replaced with complete DMEM.

	Quantification of miRNAs and genes with Q-Real-time PCR

	Total RNA was extracted from 1x106 cells using the miRNeasy mini kit (Qiagen) following the manufacturer's recommendations. To quantify p19ARF, p16 and p21 transcripts, 1μg of total RNA was reverse transcribed using QuantiTect Reverse Trascription Kit (Qiagen). Real-time PCR (qRT-PCR) was carried out with LightCycler 480 (Roche) using LightCycler 480 SYBER Green I Master (Roche). Mature miR-20a, miR-21, miR-28, miR-34a and miR-290 were quantified using the miScript System: 1μg of total RNA was retrotranscribed with miScript Reverse Transcription Kit (Qiagen) and qRT-PCR was carried out using miScript SYBR Green PCR Kit (Qiagen). All reactions were performed in triplicate. Relative quantification of gene expression was calculated with the fit point method. Transcript values were normalized with those obtained from the amplification of the internal controls (GAPDH for transcripts and U6 for miRNAs). The following oligonucleotides were used: p19ARF, forward (F) (5'-CATGGGTCGCAGGTTCTTG-3') and reverse (R) (5'-GCTCGCTGTCCTGG GTCTC-3'); p16, F (5'-CGACGGGCATAGCTTCAG-3') and R (5'-GCTCTGCTCTTGGGATTGG-3'); p21, F (5'-TCCACAGCGATATCCAGACA-3') and R (5'-GGACATCACCAGGATTGGAC-3'); p53, F (5'-ATGCCCATGCTACAGAGGAG-3') and R (5'-AGACTGGCCCTTCTTGGTCT-3'); GAPDH, F (5'-GCCTTCCGTGTTCCTACCC-3'), R (5'-TGCCTGCTTCACCACCTTC-3'); miR-20a, F (5'-TAAAGTGCTTATAGTGCAGGTAG-3'); miR-21, F (5'-TAGCTTATCAGACTGATGTTGA-3'), miR-28, F (5'-AAGGAGCTCACAGTCTATTGAG-3'); miR-34a, F (5'-TGGCAGTGT CTTAGCTGGTTGT-3'); miR-290, F (5'-gctaatcttctctgtatcgttccaa-3'); U6, F (5'-CGCAAGGATGACACGCAAATTC-3').

	Western Blot analysis

	Equivalent amounts of proteins were resolved on 10% SDS-PAGE gels and transferred to Hybond-C extra membranes by electro blotting. The resulting blots were blocked with 5% nonfat dry milk solution. Anti-α-tubulin (1:1000), anti-p53 (1:500), anti-p21 (1:1000), anti-ASF/SF2 (1:2000) were used. Incubation was performed overnight at 4°C and bands were revealed after incubation with the recommended secondary antibody coupled to peroxidase using ECL. Scanned images were quantified using scion Image software and normalized to α-tubulin.

	Cell cycle

	Samples of 5x105 of cells under test were fixed with 95% ethanol, stained with 50 μg/ml propidium iodide (PI), incubated over night at 4°C and cell cycle analyzed using a FACScalibur cytofluorimeter. The Kolmogorov-Smirnov Statistic was used to represent the DNA content profile of MEF at the various passages.

	Statistical analysis

	Data were analyzed using GraphPad Prism (GraphPad Sofware, Inc., San Diego, CA). Comparisons were evaluated by unpaired t-test. A value of p<0.05 (*) was considered statistically significant.

	Acknowledgements

	This work was supported by Associazione Italiana per la Ricerca sul Cancro, AIRC [project no. 4753] and by Istituto Superiore di Sanità, ISS [project no. 527/A/3A/4].

	References

	
		1. Parrinello S, Samper E, Krtolica A, Goldstein J, Melov S, Campisi J. Oxygen sensitivity severely limits the replicative lifespan of murine fibroblasts. Nat Cell Biol. 2003; 5:741-7. [PubMed]

		2. Campisi J. Senescent cells, tumor suppression, and organismal aging: good citizens, bad neighbors. Cell. 2005; 120:513-22. [PubMed]

		3. vom Brocke J, Schmeiser HH, Reinbold M, Hollstein M. MEF immortalization to investigate the ins and outs of mutagenesis.Carcinogenesis. 2006; 27:2141-7. [PubMed]

		4. Pitto L, Rizzo M, Simili M, Colligiani D, Evangelista M, Mercatanti A, Mariani L, Cremisi F, Rainaldi G. miR-290 acts as a physiological effector of senescence in mouse embryo fibroblasts. Physiol Genomics. 2009; 39:210-8. [PubMed]

		5. Serrano M, Lin AW, McCurrach ME, Beach D, Lowe SW. Oncogenic ras provokes premature cell senescence associated with accumulation of p53 and p16INK4a. Cell. 1997; 88:593-602. [PubMed]

		6. Maeda T, Hobbs RM, Merghoub T, Guernah I, Zelent A, Cordon-Cardo C, Teruya-Feldstein J, Pandolfi PP. Role of the proto-oncogene Pokemon in cellular transformation and ARF repression. Nature. 2005; 433:278-85. [PubMed]

		7. Di Micco R, Fumagalli M, Cicalese A, Piccinin S, Gasparini P, Luise C, Schurra C, Garre M, Nuciforo PG, Bensimon A, Maestro R, Pelicci PG, d'Adda di Fagagna F. Oncogene-induced senescence is a DNA damage response triggered by DNA hyper-replication. Nature. 2006;444:638-42. [PubMed]

		8. Yogev O, Anzi S, Inoue K, Shaulian E. Induction of transcriptionally active Jun proteins regulates drug-induced senescence. J Biol Chem.2006; 281:34475-83. [PubMed]

		9. Chen JH, Hales CN, Ozanne SE. DNA damage, cellular senescence and organismal ageing: causal or correlative?. Nucleic Acids Res.2007; 35:7417-28. [PubMed]

		10. Bhaumik D, Scott GK, Schokrpur S, Patil CK, Orjalo AV, Rodier F, Lithgow GJ, Campisi J. MicroRNAs miR-146a/b negatively modulate the senescence-associated inflammatory mediators IL-6 and IL-8. Aging (Albany NY). 2009; 1:402-11. [PubMed]

		11. Marasa BS, Srikantan S, Martindale JL, Kim MM, Lee EK, Gorospe M, Abdelmohsen K. MicroRNA profiling in human diploid fibroblasts uncovers miR-519 role in replicative senescence. Aging (Albany NY). 2010; 2:333-43. [PubMed]

		12. Quelle DE, Zindy F, Ashmun RA, Sherr CJ. Alternative reading frames of the INK4a tumor suppressor gene encode two unrelated proteins capable of inducing cell cycle arrest. Cell. 1995; 83:993-1000. [PubMed]

		13. Carnero A, Hudson JD, Hannon GJ, Beach DH. Loss-of-function genetics in mammalian cells: the p53 tumor suppressor model. Nucleic Acids Res. 2000; 28:2234-41. [PubMed]

		14. Busuttil RA, Rubio M, Dolle ME, Campisi J, Vijg J. Oxygen accelerates the accumulation of mutations during the senescence and immortalization of murine cells in culture. Aging Cell. 2003; 2:287-94. [PubMed]

		15. Odell A, Askham J, Whibley C, Hollstein M. How to become immortal: let MEFs count the ways. Aging (Albany NY). 2010; 2:160-5. [PubMed]

		16. Borel F, Lohez OD, Lacroix FB, Margolis RL. Multiple centrosomes arise from tetraploidy checkpoint failure and mitotic centrosome clusters in p53 and RB pocket protein-compromised cells. Proc Natl Acad Sci U S A. 2002; 99:9819-24. [PubMed]

		17. Vitale I, Galluzzi L, Senovilla L, Criollo A, Jemaa M, Castedo M, Kroemer G. Illicit survival of cancer cells during polyploidization and depolyploidization. Cell Death Differ. 2010;

		18. Vitale I, Senovilla L, Jemaa M, Michaud M, Galluzzi L, Kepp O, Nanty L, Criollo A, Rello-Varona S, Manic G, Metivier D, Vivet S, Tajeddine N, Joza N, Valent A, Castedo M, Kroemer G. Multipolar mitosis of tetraploid cells: inhibition by p53 and dependency on Mos.EMBO J. 2010; 29:1272-84. [PubMed]

		19. Poliseno L, Pitto L, Simili M, Mariani L, Riccardi L, Ciucci A, Rizzo M, Evangelista M, Mercatanti A, Pandolfi PP, Rainaldi G. The proto-oncogene LRF is under post-transcriptional control of MiR-20a: implications for senescence. PLoS One. 2008; 3:e2542 [PubMed]

		20. Verduci L, Simili M, Rizzo M, Mercatanti A, Evangelista M, Mariani L, Rainaldi G, Pitto L. MicroRNA (miRNA)-mediated interaction between leukemia/lymphoma-related factor (LRF) and alternative splicing factor/splicing factor 2 (ASF/SF2) affects mouse embryonic fibroblast senescence and apoptosis. J Biol Chem. 2010; 285:39551-63. [PubMed]

		21. Yamakuchi M and Lowenstein CJ. MiR-34, SIRT1 and p53: the feedback loop. Cell Cycle. 2009; 8:712-5. [PubMed]

		22. Tazawa H, Tsuchiya N, Izumiya M, Nakagama H. Tumor-suppressive miR-34a induces senescence-like growth arrest through modulation of the E2F pathway in human colon cancer cells. Proc Natl Acad Sci U S A. 2007; 104:15472-7. [PubMed]

		23. Demidenko ZN, Korotchkina LG, Gudkov AV, Blagosklonny MV. Paradoxical suppression of cellular senescence by p53. Proc Natl Acad Sci U S A. 2010; 107:9660-4. [PubMed]

		24. Vigneron A and Vousden KH. p53, ROS and senescence in the control of aging. Aging (Albany NY). 2010; 2:471-4. [PubMed]

		25. Kim H, You S, Farris J, Kong BW, Christman SA, Foster LK, Foster DN. Expression profiles of p53-, p16(INK4a)-, and telomere-regulating genes in replicative senescent primary human, mouse, and chicken fibroblast cells. Exp Cell Res. 2002; 272:199-208. [PubMed]

		26. Lall S, Grun D, Krek A, Chen K, Wang YL, Dewey CN, Sood P, Colombo T, Bray N, Macmenamin P, Kao HL, Gunsalus KC, Pachter L, Piano F, Rajewsky N. A genome-wide map of conserved microRNA targets in C. elegans. Curr Biol. 2006; 16:460-71. [PubMed]

		27. Krainer AR, Conway GC, Kozak D. The essential pre-mRNA splicing factor SF2 influences 5' splice site selection by activating proximal sites. Cell. 1990; 62:35-42. [PubMed]

		28. Krainer AR, Conway GC, Kozak D. Purification and characterization of pre-mRNA splicing factor SF2 from HeLa cells. Genes Dev.1990; 4:1158-71. [PubMed]

		29. Ji Q, Hao X, Zhang M, Tang W, Yang M, Li L, Xiang D, Desano JT, Bommer GT, Fan D, Fearon ER, Lawrence TS, Xu L. MicroRNA miR-34 inhibits human pancreatic cancer tumor-initiating cells. PLoS One. 2009; 4:e6816 [PubMed]

		30. Liu C, Kelnar K, Liu B, Chen X, Calhoun-Davis T, Li H, Patrawala L, Yan H, Jeter C, Honorio S, Wiggins JF, Bader AG, Fagin R, Brown D, Tang DG. The microRNA miR-34a inhibits prostate cancer stem cells and metastasis by directly repressing CD44. Nat Med. 2011;17:211-5. [PubMed]

		31. Hermeking H. The miR-34 family in cancer and apoptosis. Cell Death Differ. 2010; 17:193-9. [PubMed]

		32. Fujita K, Mondal AM, Horikawa I, Nguyen GH, Kumamoto K, Sohn JJ, Bowman ED, Mathe EA, Schetter AJ, Pine SR, Ji H, Vojtesek B, Bourdon JC, Lane DP, Harris CC. p53 isoforms Delta133p53 and p53beta are endogenous regulators of replicative cellular senescence. Nat Cell Biol. 2009; 11:1135-42. [PubMed]

		33. Rizzo M, Mariani L, Pitto L, Rainaldi G, Simili M. miR-20a and miR-290, multi-faceted players with a role in tumourigenesis and senescence. J Cell Mol Med. 2010; 14:2633-40. [PubMed]



	 


[image: Aging_Header_Facebook]

	 

	Review Volume 3, Issue 4 pp 363—367

	Insights from model organisms on the functions of the tumor suppressor protein LKB1: Zebrafish chips in

	Yme U. van der Velden 1 , Anna-Pavlina G. Haramis 1

	
		1 Department of Molecular Genetics, Netherlands Cancer Institute, Amsterdam, The Netherlands



	received: April 12, 2011 ; accepted: April 25, 2011 ; published: April 26, 2011

	10.18632/aging.100319
How to Cite

	Abstract

	The tumor suppressor LKB1 has emerged as a critical regulator of cell polarity and energy-metabolism. Studies in diverse model organisms continue to unravel the pathways downstream of LKB1; the emerging picture is that the outcomes of LKB1 signaling are mediated by a plethora of tissue-specific and context-dependent effectors.

	Introduction

	In 1998, the gene responsible for the rare dominantly inherited disorder Peutz-Jeghers syndrome[1], characterized by gastrointestinal hamartomatous polyposis and an increased predisposition to cancer [2], was identified as LKB1, which encodes a serine/threonine protein kinase. In addition to the familial syndrome, somatic mutations in LKB1 were later found in over 30% of lung adenocarcinomas [3] and as the first identified recurrent mutation in endometrial cancer[4]. However clues as to its function were first discovered only in 2003, when it was identified as the long sought-after kinase that activates the alpha subunit of AMP-activated protein kinase (AMPK) [5,6], linking LKB1 signaling to energy-metabolism control. Since then, LKB1 has been found to phosphorylate 12 other AMPK-related kinases including the microtubule-affinity-regulating kinase (MARK1-4), brain specific kinase (BRSK1-2), nuclear AMPK-related kinase (NUAK1-2), salt-inducible kinase (SIK1-3) and SNF-related kinase (SNRK) [7,8]. These results suggest that LKB1 is an upstream “master regulator”of energy homeostasis, cell polarity, DNA damage and cell cycle control [9].

	Genetic analyses of LKB1 deficiency in higher eukaryotes have provided a framework to further dissect the functions of LKB1. However, the biology of LKB1 signaling appears to be highly complex, as loss of LKB1 function in invertebrates and vertebrates have generated divergent results in different tissues and contexts. In this research perspective, we review the current understanding of LKB1 function in cellular polarity and energy metabolism derived from loss-of-function studies performed in different model organisms. For a more comprehensive overview of LKB1, we refer the reader to these recent excellent reviews [10-15]. In the last section we will discuss how the recently generated Lkb1-deficient zebrafish can provide a new tool to gain important insight into the function of this tumor suppressor protein.

	LKB1 function during early development: polarization of the oocyte

	Ten years before the human LKB1 gene was cloned, the C. elegans homolog, abnormal embryonic PARtitioning of cytoplasm family member 4 (par-4), was retrieved from a maternal-effect-lethal screen for genes required for proper segregation of cytoplasmic factors in the first cell cycles of embryogenesis [16]. par-4 mutant embryos had defects in several aspects of cell polarity and asymmetric cell division, which resulted in the formation of an amorphous mass of cells without distinct morphogenesis [17].

	This function for LKB1 in polarization during early embryogenesis was subsequently found to be conserved, at least In Drosophila melanogaster. The Drosophila egg is a highly polarized structure well before fertilization and the origin of this polarization might even be traced back to the first cell division of the cytoblast in the fly ovary [18]. Differentiation of germline cells into oocytes coincides with asymmetric localization of proteins and mRNAs that set up the anterior-posterior (A-P) and dorsal-ventral (D-V) axes within the oocyte [18]. lkb1 mutant germline clones showed disrupted localization of various mRNAs resulting in defective oocyte polarity [19]. LKB1-deficiency in follicle cells also led to polarization defects including disorganization of the epithelial monolayer [19]. These polarity defects were not fully penetrant and it was suggested that LKB1 is essential for the establishment of epithelial polarity in the follicle, but not for its maintenance [20]. However, under conditions of glucose starvation, polarity defects were observed in all examined follicle cells, indicating that LKB1 is critical also for the maintenance of epithelial polarity in follicle cells upon energetic stress. As LKB1 is known to regulate energy homeostasis, as outlined in more detail below, this suggests that diverse LKB1 functions are connected under certain physiological conditions. Similar results were obtained for ampka mutant follicle cells [20]. Indeed, many aspects of the polarity defects in LKB1-deficient follicle cells were rescued by introduction of a phosphomimetic ampka mutant demonstrating the involvement of the LKB1-AMPK axis in polarization during early development [21].

	Together, this illustrates the high conservation of LKB1 function in the earliest polarization processes in both worms and flies. Although it remains to be determined whether this function is also conserved in vertebrates, interestingly LKB1 is asymmetrically localized to the animal pole in the mouse oocyte [22].

	LKB1 and cell polarization in later stages of development

	LKB1 also has a conserved role in polarization during later stages of development. For example, loss of LKB1 signaling leads to impaired neuronal polarity in both invertebrates and vertebrates. In C. elegans, temperature-sensitive par-4 mutants showed neuronal polarity defects in ventral cord neurons. This function was thought to be regulated by PAR-4-dependent phosphorylation of PAR-1, which is the homolog of human MAP/microtubule affinity-regulating kinases, MARK [23]. In Drosophila, depletion of LKB1 in neuroblasts caused polyploidism in larval brains, but via a Par1-independent mechanism [24]. Instead, defects in mitotic spindle formation and mislocalization of the Baz/PAR-6/aPKC complex, a protein complex involved in cellular polarity, likely contributed to the reported phenotype [24]. In mice, conditional lkb1 deletion in telencephalic progenitors led to impaired polarization of cortical neurons through impaired activation of the AMPK-related kinases SAD-A/B. Thus, LKB1 is required for polarization also in the vertebrate brain, although the molecular mechanisms involved are to a certain extent organism-specific [25].

	In addition to neuronal polarization, LKB1 has been implicated in the polarization of epithelial structures, such as photoreceptors in the Drosophila eye. The Drosophila retina is derived from the eye imaginal disc, which is an epithelial structure. Eye-specific inactivation of LKB1 led to severe loss of polarity in photoreceptors at pupal stages [26]. Importantly, AMPK was not the primary LKB1 target in Drosophila eye development, but rather other AMPK-related kinases including SIK, NUAK and PAR-1 [26]. In vertebrates, activation of LKB1 induced complete polarization of single intestinal epithelial cells in culture [27]. Furthermore, AMPK activation is required for tight-junction formation and polarization in the Madin-Darby Canine Kidney (MDCK) epithelial cell line, although this may not be exclusively dependent on LKB1 [28,29]. LKB1 null mice do not survive beyond E10.5 and show several defects including mesenchymal cell death as well as neural tube and vascular abnormalities associated with increased VEGF signaling [30]. Somewhat unexpectedly, inactivation of Lkb1 in several mouse tissues did not lead to gross epithelial polarity defects, with the notable exception of the pancreas [31,32].

	Thus, it appears that LKB1 regulates polarization during development throughout the animal kingdom in a tissue- and context-dependent manner, and via phosphorylation of distinct substrates.

	LKB1: a master regulator of energy homeostasi

	Probably the best-studied function of LKB1 to date, at least in vertebrates, is the regulation of energy homeostasis, particularly through AMPK activation and the target of rapamycin (TOR) pathway [33,34]. Upon energetic stress induced by a variety of stimuli such as food-deprivation, exercise, osmotic stress and hypoxia, AMPK is phosphorylated and activated by LKB1. AMPK then phosphorylates tuberous sclerosis complex 2 (TSC2), which leads to inhibition of TOR complex 1 (TORC1) activity [34]. TORC1 activity is associated with cell growth and viability since TORC1 stimulates anabolic processes such as protein synthesis while inhibiting catabolic processes like the degradation of cellular components by autophagy [35]. Thus, upon LKB1-dependent activation of AMPK, TORC1 signaling is inhibited, which promotes energy conservation under conditions of energetic stress.

	Given the embryonic lethal phenotype of the knockout mouse, the role of LKB1 in energy homeostasis at the whole organism level in animals has only been studied in C. elegans and, more recently, in D. rerio. These studies, which are described in detail below, have revealed a far more complex role for LKB1 in energy homeostasis beyond only the regulation of TOR signaling via AMPK. Indeed, in addition to TSC2, AMPK has a multitude of direct substrates, many of which are also involved in metabolism control [11,14]. In C. elegans, larvae developmentally arrest and enter the so-called “dauer” phase under unfavorable environmental conditions. Dauer larvae do not feed, become stress-resistant, are extremely long-lived and “non-aging” [36]. In order to ensure long-term survival, fat is stored in the hypodermis, which is an organ akin to the skin of higher organisms [37]. Dauer larvae with compromised LKB1/AMPK signaling rapidly depleted hypodermic fat storages and die prematurely due to vital organ failure [38]. This inappropriate fat depletion was found to be due to increased activity of adipose triglyceride lipase (ATGL-1), a direct target of AMPK. Similar to this result in C. elegans, we recently reported that lkb1 mutant zebrafish are also unable to cope with energetic stress [39]. Although Lkb1 deficiency in D. rerio did not lead to overt developmental defects, lkb1 mutants did fail to downregulate metabolism once the yolk, which provides energy in the first days of development, was consumed. These lkb1 mutants exhibited hallmarks of a starvation response at the cellular and biochemical level, displayed profoundly decreased ATP levels and became energy-depleted much sooner that food-deprived wild type animals. Thus, in both worms and zebrafish, LKB1 is essential for control of whole-body energy homeostasis and adaptation of metabolism to changes in energy availability, which is essential for long-term viability of the organism.

	Zebrafish lkb1 mutants die two days after yolk absorption in stark contrast to wild-type larvae that can survive food deprivation for more than six days. Interestingly, two days of food deprivation did not lead to detectable AMPK phosphorylation in wild-type larvae, suggesting that deregulated AMPK signaling may not be the sole cause for impaired energy metabolism control in lkb1 larvae. Furthermore, TOR signaling was not severely deregulated in lkb1 mutants. Thus, we proposed that the AMPK-TORC1 axis might not be the critical or only effector of Lkb1-mediated maintenance of whole-organism energy homeostasis, at least in this setting. Interestingly, recent work on the effect of Lkb1 inactivation in mouse hematopoietic stem cells showed that, while LKB1 was critically required to regulate energy metabolism and maintain cell survival, the effects were again largely independent of AMPK and TORC1 signaling [40-42]. Together, these findings illustrate that in vivo LKB1 controls metabolism though several pathways in addition to TORC1 signaling and showcase the complexity of LKB1 biology.

	A zebrafish perspective on LKB1

	As zebrafish lkb1 mutants survive embryonic development, unlike mice, they provide the first embryonic viable vertebrate model of homozygous lkb1 deletion. This, combined with the many advantages of using zebrafish as a model organism, some of which are described below, should rapidly advance our understanding of LKB1 function.

	One of the advantages of zebrafish is that the oocyte is externally fertilized, allowing early developmental processes, from fertilization onwards, to be easily analyzed. In addition, germline replacement methods [43] mean that an animal lacking both maternal and zygotic LKB1 can be generated. Maternal-zygotic zebrafish lkb1 mutants will provide a system to address whether and how Lkb1 functions in the first cleavage stages in vertebrates.

	Another attractive feature of the zebrafish is their small size and transparency during development. In combination with the availability of numerous transgenic lines expressing tissue-specific fluorescently-labelled reporters, this allows real-time, in vivo visualization of various processes such as cell migration and organogenesis. Thus, questions pertaining to the biology of tissue physiology in a setting of Lkb1-deficiency can be addressed.

	Although addressing whether neuronal polarity was impaired was beyond the scope of our previous study, it is still possible that Lkb1 is required for polarization or asymmetric cell division in neuronal tissues in zebrafish, given this function is conserved in C. elegans and Drosophila. Should that be the case, the ease of performing forward genetic screens in zebrafish could help to dissect the pathway of neuronal polarization in vertebrates by identification of new proteins involved in this process.

	Interestingly, we did not observe polarity defects in either the gut or the eye of zebrafish lkb1 mutants, in contrast to studies in human cell lines and Drosophila respectively, again highlighting the cell-type specificity and context-dependency of LKB1 function.

	Since Lkb1 deficiency leads to impaired metabolic control upon energetic stress, it will be interesting to determine whether lkb1 mutants are hypersensitive to other types of stress, such as osmotic stress and DNA damage. Our preliminary results showed that lkb1 mutants are hypersensitive to mechanical stress, but only when they are under energetic stress, again illustrating that the metabolic functions of Lkb1 are tightly linked with other Lkb1-dependent processes.
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	Figure 1. Studies of LKB1-deficiency in flies, worms, mice and zebrafish have revealed that the tumor suppressor LKB1 has conserved and divergent roles in the regulation of cell polarization and energy metabolism processes

	Finally, since zebrafish lkb1 mutants are embryonic viable they provide an excellent platform to conduct chemical genetic screens to identify molecular pathways that are regulated and/or cooperate with Lkb1 and lead to deregulation of metabolism. These types of screens could also identify compounds that can modulate metabolism and may prove to be useful for inhibiting growth of LKB1-deficient tumors.

	Conclusion

	LKB1 is a tumor suppressor gene and is mutated in a wide variety of human cancers. Thus, deciphering its function could have direct clinical implications. Given the complexity of LKB1 function, which is illustrated by the diversity of its mutant phenotypes in a variety of model organisms and contexts, lkb1 mutant zebrafish offer a powerful new tool for unraveling the numerous mechanisms and pathways regulated by LKB1. It also provides the unique opportunity to study LKB1 function at the whole organism level in vertebrates.
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	The MKK4 gene is selected against by inactivating mutations in a large number of different tumor types,

	eg, tumors of the pancreas, bile ducts, breast, colon, lungs, testes [1-3] at a remarkably consistent rate of approximately 5-10% of tumors, identifying and defining it, therefore, as a tumor-suppressor (or

	genome-maintenance) gene [4]. 

	 

	Yet, experimental evidence exists that supports a prooncogenic role for MKK4 [5, 6]. Finegan and Tournier [6], for example, recently used an inducible murine model of MKK4 homozygous deletion to evaluate the role of MKK4 in skin tumorigenesis. They found that skin-specific MKK4-null mice were resistant to carcinogen-induced tumorigenesis. While the paper is well written and the model well designed, the fundamental premise may well be flawed, especially concerning MKK4‘s role in tumorigenesis, perhaps misleading the line of experimentation. There should be no question that MKK4 is tumor-suppressive, not oncogenic. MKK4 is widely selected against by tumors (its low rate of homozygous loss may be accounted for by a higher rate of heterozygous loss that could rationalize frequent 17p loss in diverse human cancers[7]) and unsurprisingly patients whose tumors

	have loss of MKK4 show statistically significant decrease in survival in the best controlled studies, using

	calibrated immunohistochemistry in large numbers of patients [8], consistent with a tumor-suppressive role.

	 

	Similarly consistent with a growth-suppressive role of MKK4 are observations made regarding the relationship between MKK4 and senescence. One of the ways MKK4 may suppress tumors is by inhibiting cell proliferation during replicative senescence, a widely recognized mechanism of tumor suppression. Marasa et al. [9] recently observed that MKK4 abundance increases in senescent fibroblasts. Overexpression of MKK4 decreased proliferation and promoted a senescent phenotype in young WI-38 human diploid fibroblasts and conversely, when MKK4 levels were lowered by several microRNAs targeting the MKK4 mRNA, the senescent phenotype was ameliorated and cells proliferated more rapidly [9]. In keeping with these observations, human tissue from older individuals was observed to express higher levels of MKK4 than corresponding tissue from young donors [9].

	 

	In the discussion of their inducible murine model of MKK4 homozygous deletion, Finegan and Tournier [6] rightly point out that there is conflicting literature regarding MKK4’s role in tumorigenesis. The reason for the conflicting literature is largely because MKK4 is difficult to study experimentally. Their model would not be the first homozygous deletion model to model a population or a phenomenon that was not anticipated. For example, our own studies using homozygous MKK4-null cells engineered from the human pancreas cancer cell line PL-5 [10] showed that MKK4 deletion had a detrimental phenotype in a model of liver metastasis. Indeed experimental human data have shown that when tumors experiment with MKK4-null states, they are successful in developing a growth advantage allowing them to emerge through the clonal selection process in only 10% of cancers having 17p loss. We inferred from this observation that most tumor cells do not find the MKK4-null to be advantageous and that those PL-5 knock-out cells modeled this majority of cells. One may conclude from such a line of experimentation that the cell type-specific detrimental phenotype that was modeled offered an important counterweight to the selective advantage achieved by cells experimenting with genetic null states during tumorigenesis, the resultant balance determining the low but remarkably consistent rate of observed biallelic MKK4 mutations [7, 10]. Because changes effected to this gene may have advantageous or deleterious effects on cells depending on the model, cancer investigators must rely on real tumors and not artificial models to guide experimental design and interpretation such that valuable research time, energy, and funding are not spent studying a phenomenon, viz, a “pro-oncogenic” function of MKK4, that common cancer sense should tell us does not likely exist. To put it colloquially, it does not matter how scientists vote regarding a pro-oncogenic or tumor-suppressive role of MKK4, because the tumors have already conducted that election in favor of the latter: MKK4 must be a tumor suppressor, as concluded from observations on wide varieties of examined tumors, which uniformly present evidence of having selected for its loss at a consistent rate. There is no convincing evidence from observations of tumor biology that MKK4 has any pro-oncogenic role. Scientists may argue for such a role, but the tumors have had their say, age-old dictators that they are.
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